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f r o m  t h e  c e o

In their groundbreaking 
work on decision-making, 
psychologists Daniel Kahn-
eman and Amos Tversky ex-
amined the influence of 

“confirmation bias” – our in-
herent tendency to see what 
we want to see, and to seek 
ideas, opinions and “facts” 

that reinforce our worldview. This uncon-
scious rejection of opposing viewpoints goes 
a long way toward explaining why, in an era 
of unprecedented access to information, 
America is polarized to a degree not wit-
nessed in a half-century.

Widespread reliance on web-based sources 
for news and commentary allows our biases 
to reign unchallenged because we can easily 
avoid those who see things differently. Inter-
net algorithms aren’t meant to widen our per-
spective, but to match the preferences 
embedded in our browsing histories. As a re-
sult, we are losing the ability to find the mid-
dle space where democracy can thrive.  

The incivility born of polarization seems 
infectious, spreading from web platforms to 
political campaigns to campuses where free-
dom of speech is being challenged. Cable 
news organizations cheer on the schism, ac-
tively courting ideological extremes in search 
of ratings. 

In the 2017 “Civility in America” survey, 
researchers found that a record 75 percent of 
Americans believe incivility has reached a cri-
sis level and that it impedes the democratic 

process. Fewer than half were optimistic that 
our ability to engage in reasoned, civil discus-
sion will improve anytime soon.

This sad decline is particularly disturbing 
to those of us at the Milken Institute who, for 
over two decades, have made it our mission to 
bring together people with disparate views to 
solve the problems looming over humanity. 
We must restore the concept of a “free mar-
ketplace of ideas” where the best path for-
ward emerges through open, civil debate. 

But changing the atmosphere of intoler-
ance and zealotry will require determination. 
Two years ago, the University of Chicago 
(where I was a trustee) took a courageous 
stand by issuing a no-exceptions defense of 
freedom of speech on campus. “Debate or de-
liberation may not be suppressed because the 
ideas put forth are thought by some or even 
by most members of the university commu-
nity to be offensive, unwise, immoral or 
wrong-headed,” the statement said. 

We look forward to seeing more institu-
tions and individuals follow Chicago’s exam-
ple – not just on campuses, but in all areas of 
public discourse. Think for a moment about 
what’s at stake: democracy will not survive 
without a shared commitment to mutual re-
spect and a willingness to compromise.

Michael Klowden
CEO
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Maine writes to ask how we get anything done in the 

glorious summer weather of Santa Monica, the home of the Milken Institute. 

JG of Passadumkeag,

While I detect a note of envy in your ques-
tion, JG, I’ll ignore the bad vibes and give it to 
you straight: the weather is nearly perfect here 
all year ’round, so we get used to it. Besides, 
we have all that time stewing in traffic on the 
405 freeway to counteract the euphoria. What-
ever the reason, though, I think you’ll find 
we’ve done a better-than-credible job putting 
together this bang-up summer issue.

Ramanan Laxminarayan, the director  of 
the Center for Disease Dynamics, Economics 
and Policy in Washington, explains how 
countries suffering from epidemics too often 
have incentives to hide the problem before 
the disease crosses borders. “One possibility,” 
he suggests, is to “create a global audit agency 
for pandemic risk along the lines of a securi-
ties-rating agency like Moody’s or S&P. A 
complementary approach would be to estab-

lish a global insurance fund that countries 
could use to purchase coverage against pan-
demic-related economic losses.” 

Elizabeth Kneebone, a fellow at the Brook-
ings Institution, takes the measure of a large 
and growing problem that most Americans 
don’t know exists: suburban poverty. “It’s not 
that poverty suddenly shifted from cities – or, 
for that matter, from the long-struggling 
rural areas that stretch from Appalachia to 
California’s Central Valley,” she explains. “In 
the 2000s, more poor people moved to subur-
bia, whether in search of better schools or 
safer communities, or to follow job opportu-
nities that continued to shift away from 
downtown. 

But placing too much emphasis on who 
moved risks overlooking a key, and perhaps 
even larger, driver of the broader trend: the 

e d i t o r ’ s  n o t e
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increased impoverishment of longtime sub-
urban residents.”

Robert Looney, an economist at the Naval 
Postgraduate School in California, assesses the 
consequences of Turkey’s dive into authoritar-
ianism. “President Erdogan threatens to join 
the growing number of autocrats who cham-
pion economic policies that deliver immediate 
benefits to favored constituents but under-
mine sustainable growth. Even as Venezuela 
reels from Chavistanomics, Russia languishes 
under Putinomics and Argentina cleans up  
the mess left by Kirchnerism, Turkey threatens 
to descend further into Erdoganomics.”

Ed Dolan, creator of his eponymous blog 
that clarifies all matters economic, outlines a 
universal health care system that ought to pass 
muster with the right as well as the left. “Some 
conservatives would reject it as too broad and 
too costly,” he acknowledges. “Others reject 
the whole idea that government should treat 
health care as an entitlement. Still others might 
endorse each part of the proposal in principle, 
but fund them so inadequately that they would 
not work as intended. But the troubled effort 
to repeal Obamacare made it very clear that 
Republicans as well as Democrats value access 
to affordable health care – and don’t much care 
about the ideological underpinnings.”

Howard Esaki, a former researcher at 
Standard & Poor’s, and Larry White of New 
York University, suggest a way to eliminate 
the ratings agencies’ incentives to compete by 
understating risk. “Our proposal is parallel to 
the process used to limit the impact of biased 
judges in Olympic events ranging from gym-
nastics to diving,” they write. “In these sports, 
the score chosen by the most lenient judge on 
a multi-judge panel is automatically dropped. 
In our proposal, the ratings agency that pro-
poses to rate a securities issue most leniently 
would similarly be dropped.”

Komal Sri-Kumar, the head of Sri-Kumar 
Global Strategies, and Masood Sohaili, a part-
ner in the law firm DLA Piper, make the case 
for a universal basic income entitlement. “The 
idea of a no-strings-attached monthly stipend 
to every resident has been widely touted as a 
substitute for a social safety net that could sat-
isfy both liberals and libertarians,” they write. 

“We think it could do much more, serving as 
the rock on which to build a fairer and more 
efficient economy.”

Tim Koller, James Manyika and Sree Ra-
maswamy of the McKinsey Global Institute 
explain the findings of their research into cor-
porate America’s focus on next quarter’s re-
sults. “Policymakers and pundits alike have 
been raging against ‘short-termism’ on the 
part of corporate managers for decades,” they 
write. “But there has been precious little hard 
evidence that a failure to think long term ac-
tually harms companies’ performance – and, 
more broadly, the performance of the Ameri-
can economy. That is, until now.” 

Ross DeVol, the chief research officer of 
the Milken Institute, takes issue with the 
Trump administration’s plan to cut subsidies 
for university-based research. “Research uni-
versities remain one of the strongest assets 
America has to compete in an era in which 
virtually all growth in high-income industri-
alized economies is driven by innovation,” he 
says. “The social rate of return on public 
funding for university research is exception-
ally high. Cutting subsidies thus has all the 
earmarks of eating the proverbial seed corn.”

Yes, you guessed it: there’s more, more, 
more. MIT’s Andrew Lo offers a revolution-
ary alternative to market economics as usual. 
Meanwhile, Bill Frey, a demographer at 
Brookings and Milken, slices and dices the 
2016 election results in a strikingly new way. 
What are you waiting for? Dig in. 

� —Peter Passell 

e d i t o r ’ s  n o t e
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statisticians have been slicing and dicing the presi-

dential election results for months now – no surprise in light of the fact that the win-

ner was defeated in the popular ballot by almost 3 million votes. Now, new Census 

figures allow an even finer cut: while Hillary Clinton took less than one-sixth of 

America’s 3,141 countries, those she did win were home to 31 million more Ameri-

cans than Trump counties. Unfortunately for her, this resounding electoral win, going 

by combined county population, did not carry over into an Electoral College edge. 

Pundits, pollsters and

BI LL  FREY is a senior fellow at both the Milken Institute 
and the Brookings Institution, and author of Diversity 
Explosion: How New Racial Demographics Are Remaking 
America.

b y  w i l l i a m  h .  f r e y

Trump prevailed in the Electoral College 
by successfully navigating precarious rural-
urban balances in key swing states, taking 
small areas by large margins. This pattern is 
almost unprecedented: Trump is the first 
winning candidate since at least 1992 to carry 
a minority of the nation’s combined county 
populations. 

Looking behind the demographic curtain, 
the differences between Trump counties and 
Clinton counties are large – sometimes star-
tlingly large. 

• Low-income households are modestly 
overrepresented in Trump counties, while 
more than two-thirds of all high-income 
households (over $200,000) reside in Clinton 
counties.

• Only about one in five foreign-born U.S. 
residents live in Trump counties, compared to 
more than half of the native-born population.

• More than four-fifths of all Asians and 

two-thirds of all Hispanics and blacks live in 
counties carried by Clinton, but only 44 per-
cent of whites. 

• Two-thirds of American whites lacking a 
high school degree live in Trump counties, 
but only 42 percent of college grads.

• Americans over 65 
are almost evenly di-
vided between Trump and 
Clinton counties, while Clin-
ton county residents under 35 
outnumber Trump county residents 
by 19 million. 

Right now, the Republican 
Party has control of the presi-
dency, the Congress and much 
of the power structure in a 
majority of states. But de-
mographics suggest this 
worm will turn – and fairly 
soon. The groups now domi-
nating Clinton counties will 
continue to grow and disperse, 
giving Democrats a natural ad-
vantage across the country.

c h a r t i c l e
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SHARE OF GROUP RESIDING IN TRUMP OR CLINTON COUNTIES

source:  William H Frey analysis of U.S. Census 2015 estimates and  2011-2015 multiyear American Community Survey 
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AGE AND RACE-ETHNICITY PROFILES OF TRUMP AND CLINTON COUNTY POPULATIONS (MILLIONS)

CLINTON COUNTIES

TRUMP COUNTIES

source: William H. Frey analysis of U.S. Census 2015 estimates
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b y  e l i z a b e t h  k n e e b o n e

and a host of well-worn images of bedroom communi-

ties, cul-de-sacs, picket fences – and perhaps a strip mall or two – springs to mind.  

If you need confirmation, just Google it. Aerial shots of subdivisions and green  

lawns abound. 

Mention the “suburbs”

ELIZABETH KN EEBON E is a fellow at the Metropolitan 
Policy Program at Brookings and co-author of Confronting 
Suburban Poverty in America.

Now run another search, but this time for 
“inner cities.” A very different set of pictures 
emerges, consistent with the images evoked 
by President Trump during the campaign: 
broken windows, dilapidated buildings, the 
trappings of urban economic distress. All in 
all, a very similar set of images to those elic-
ited by the phrase “poverty in America.”

There are reasons why images of poverty 
and the urban core remain so inextricably 
linked in the nation’s popular consciousness. 
For decades, big cities were where the poor 
were most likely to live. But by the middle of 
the first decade of the new century, this had 
changed. It’s not that poverty suddenly shifted 
from cities (or, for that matter, from the long-
struggling rural areas that stretch from Appa-
lachia to California’s Central Valley). Poverty 
continued to grow in both of those types of 
communities, but it grew at a much faster 
pace outside of them.

Between 2000 and 2015, the number of 
people living below the poverty line (which 
was just $24,257 for a family of four in 2015) 
in the nation’s suburbs grew by 57 percent. 

Although poverty rates remain higher on av-
erage in urban and rural areas, by 2015 the 
suburban poor outnumbered the poor living 
in cities by more than 3 million and outnum-
bered the rural poor by some 8 million.

What’s more, the growth of suburban pov-
erty was not confined to particular parts of 
the country or certain sorts of suburbs. Al-
most every major metropolitan area experi-
enced a significant increase in its suburban 
poor population between 2000 and 2015. 
That includes struggling Rust Belt metros like 
Detroit and Cleveland; fast-growing Sun Belt 
metros like Las Vegas and Phoenix that were 
on the frontlines of the housing market 
boom (and bust); and stronger regional econ-
omies like Washington, Seattle and the San 
Francisco Bay area. 

It will take years – and a lot of dedication – 
to design ways to meet the challenge posed by 
this changing geography of poverty. But one 
thing is already clear: the answer is not to try 
to replicate the programs that cities have de-
veloped over the decades. In fact, the answer 
will almost certainly be many answers, tailored 
to cope with this complex new face of poverty.

what’s happened?
A number of factors have worked together to 

t r e n d s
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fuel the rapid rise of suburban poverty. 
In the 2000s, more poor people moved 
to suburbia, whether in search of 
better schools or safer communi-
ties, or to follow job opportuni-
ties that continued to shift away 
from downtown (or, of course, 
some combination). Some 
moved in response to the 
changing location of afford-
able housing – either by 
choice (such as by taking ad-
vantage of portable housing 
subsidies or moving to areas 
where the housing stock had 
aged into affordability) or neces-
sity (for example, as they were 
priced out of city neighborhoods 
undergoing rapid gentrification). 
Poor residents relocating to the sub-
urbs in the 2000s came from both big cities 
and from rural America. And a modest share 
came from abroad, as a growing number of 
immigrants bypassed cities altogether to set-
tle directly in the suburbs.

But placing too much emphasis on who 
moved to the suburbs (the so-called “subur-
banization of the poor”) risks overlooking a 
key, and perhaps even larger, driver of the 
broader trend: the increased impoverishment 
of longtime suburban residents. In suburbs 
across the country, residents slipped into 
poverty over the course of the 2000s as they 
grappled with the impact of two recessions, 
including the 2008-11 Great Recession, the 
worst downturn since the 1930s – which was 
triggered by a foreclosure crisis heavily affect-
ing the suburbs. Structural economic changes 

– including the growing prevalence of low-
wage work – also took their toll, eroding the 
typical household’s income even before the 
Great Recession.

The many factors that drove poverty’s in-
creasing and expanding reach in the last de-
cade and a half came together in different 
ways, depending on the suburb. Taking a 
closer look at this growth within a specific re-
gion can help illustrate and unpack the diver-
sity of experiences and manifestations of 
suburban poverty in America today.

t r e n d s
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metropolitan chicago:  
a microcosm of national trends
In many ways, metropolitan Chicago – a re-
gion more often associated with the chal-
lenges of urban poverty – encapsulates the 
range of dynamics that have driven the growth 
of poverty in suburbs across the country. Be-
tween 2000 and 2015, the poor population in 

the region’s suburbs climbed by 84 percent, 
while the number of people living below the 
poverty line in the core cities of Elgin, Naper-
ville and Chicago remained unchanged. By 
2015, Chicago’s suburban poor outstripped 
the urban poor by more than 100,000.

Yet, metro Chicago’s aggregate trends mask 
a diverse array of experiences in individual 

PERCENTAGE CHANGE IN THE SUBURBAN 
POOR POPULATION IN THE NATION’S 
MAJOR METROS, 2000–2015

source: Author’s analysis of U.S. Census Bureau Data
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No statistically  
significant change

This is “Kneebone-Elizabeth-Map1”
It’s already been created for the web. See images.
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suburbs that illustrate the complexity and 
multifaceted nature of the changing geogra-
phy of poverty.

For instance, several of the suburbs that lie 
directly to the south of the city embody the 
trials faced by many older industrial regions 
still grappling with the fallout of decades 
worth of structural economic change and the 
loss of steel and manufacturing jobs. Take 
Chicago Heights and Harvey, inner-ring ma-
jority-minority suburban communities 
where more than half of the housing was built 
before 1960 (as blue-collar enclaves) and 

most of the rest was built before 1980.
Poverty rates were already relatively high 

in these municipalities in 2000 (17 percent in 
Chicago Heights and 22 percent in Harvey). 
As both communities continued to bleed jobs 
and population, the number of residents liv-

source: Author’s analysis of 
U.S. Census Bureau Data

PERCENTAGE CHANGE IN 
THE POOR POPULATION FOR 
MUNICIPALITIES IN THE CHICAGO 
METRO, 2000 TO 2011-15

t r e n d s
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ing in poverty grew by roughly half, pushing 
the 2011-15 poverty rates up to 28 and 36 per-
cent, respectively. The foreclosure crisis in 
2008 and the Great Recession that followed hit 
the south suburbs particularly hard. Yet, even 
after the economic recovery began, the labor 
force participation rate in both Chicago 
Heights and Harvey remained lower than else-
where in the region and those remaining in the 
labor force faced double-digit unemployment 
rates. Indeed, roughly one in five were unem-
ployed in the 2011 to 2015 period, underscor-
ing the grim economic prospects in the south 
suburbs.

The economic erosion and population loss 
that undergirded the rise of poverty in these 
communities is hardly unique to Chicago’s 
south side. Chicago Heights and Harvey share 
traits with a number of other struggling Mid-
western suburbs that have grappled with grow-
ing and deepening poverty for years. Among 
them are the municipalities of Inkster, South-
field and Oak Park that ring Detroit, Cleve-
land’s eastern suburbs of Euclid and Cleveland 
Heights and the now-infamous Ferguson on 
metro St. Louis’s west side. But Chicago’s sub-
urbs also offer insights into the experiences of 
regions well beyond the Rust Belt. 

For instance, in Aurora, Plainfield and Ro-
meoville, in Chicago’s western suburbs, pov-
erty grew amid a very different backdrop than 
it did in their peers on the south side. Rather 
than losing jobs and people over the course of 
the 2000s, these places added both at an-
above-average clip, which helps account for 
the preponderance of relatively newer hous-

ing stock and their stronger labor force par-
ticipation and employment rates. These 
communities are home to relatively smaller 
African-American populations. By the same 
token, immigrants make up a larger share of 
the poor population and population overall 
in Aurora and Romeoville than is typical for 
the metro area.

Thus, the context in which poverty grew in 
these western suburbs was more akin to the 
experience of suburbs in faster-growing Sun 
Belt regions (such as suburban Clark County 
outside of Las Vegas or the Phoenix suburbs 
of Avondale, El Mirage and Casa Grande) and 

in stronger regional economies (like Lake Ste-
vens, Marysville and Auburn in the Seattle re-
gion and the Bay Area suburbs of Brentwood, 
San Ramon or Dublin) than in Chicago’s 
Southland communities.

Chicago’s more distant “exurban” suburbs 
in Grundy and DeKalb Counties provide yet 
another example of the breadth of commu-
nity types that shared in the growth of subur-
ban poverty in recent years. While poverty 
rates remain lower than average in these 
counties, both were home to steep increases 
in their poor populations over the 2000s. Be-
tween 2000 and 2015, the poor population in 
DeKalb County doubled, while Grundy 
County experienced an uptick of more than 
150 percent in the number of poor residents. 

Both counties have seen above-average 
population growth since 2000, although each 
remains less dense than communities that lie 
closer to the urban core. Their housing is 
comprised primarily of single-family homes, 

Metro Chicago’s aggregate trends mask a diverse array of experiences 
in individual suburbs that illustrate the complexity and multifaceted 
nature of the changing geography of poverty.
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swith most built since 1980. The residents of 

these counties are largely white and native-
born, and are less likely to hold a college de-
gree than is the average Chicagoland resident. 
Taken together, these characteristics make 
DeKalb and Grundy Counties less like the 
closer-in suburbs in their own region and 
more similar to suburban counties in the 
American South, like Bullitt and Shelby 
Counties in the Louisville metro area, or Bar-
row, Bartow and Carroll Counties outside At-
lanta, in each of which the poor population 
climbed since 2000.

Clearly, a broad and diverse array of com-
munities, both within the Chicago metro area 
and elsewhere across the country, was touched 

by the rapid growth of poverty in the nation’s 
suburbs. Yet as different as these communi-
ties may seem, they share a number of chal-
lenges when it comes to adapting to the rise 
of poverty in a suburban context.

straight talk 
The growing presence of poverty in America’s 
suburbs begs the question: is it necessarily a 
bad thing to have more poor people living in 
suburbia? Indeed, the 1990s ushered in con-
certed policy efforts – through programs like 
the Housing and Urban Development De-
partment’s HOPE VI – to break up concen-
trations of poverty in distressed urban 
neighborhoods and give low-income families 
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a chance to live in better-off communities, in-
cluding higher-opportunity suburbs.

There’s a strong and growing body of evi-
dence to support such policy goals. Concen-
trating the poor in very poor neighborhoods 
has been shown to subject residents to a 
number of additional obstacles that make it 
that much harder to escape poverty. As the 
work of the economist Raj Chetty and others 
has borne out, poor residents in communities 
with less-concentrated poverty, safer neigh-
borhoods and better schools have a better 
chance of moving up the economic ladder.

However, many of the jurisdictions hit 
hardest by the rise of suburban poverty since 
2000 were not necessarily communities of op-
portunity for the poor, as evidenced, in part, 
by the rapid expansion of concentrated pov-
erty beyond the urban core. Between 2000 
and 2015, the number of high-poverty neigh-
borhoods in the nation’s suburbs – and the 
number of poor residents living in these 
neighborhoods – more than doubled, making 
the suburbs home to the fastest growth in 
concentrated disadvantage in the nation. 
Whether dealing with increasing economic 
distress or simply with a rapid rise in need in 
places where poverty was a relatively new phe-
nomenon, many suburbs were ill-prepared to 
respond effectively.

For one thing, suburban jurisdictions often 
lack the infrastructure and support systems 
that large cities have spent decades building. 
Low-income residents in the suburbs are less 

likely than their urban peers to have access to 
public transit, and suburbs that do have public 
transit offer less-frequent service and weaker 
connections to other parts of the region. 
Among other things, that means residents 
without cars can reach a far smaller share of 
metro area jobs than urban residents can.

The lack of transit options makes it that 
much harder for poor suburbanites to over-
come the spatial mismatch between where 
they can afford to live and where job opportu-
nities lie – a mismatch that has only worsened 
since 2000 as the number of jobs within com-

muting distance declined sharply for the aver-
age poor suburban resident. For example, 
between 2000 and 2012, the number of jobs 
near the typical poor residents in Chicago’s 
suburbs dropped by 16 percent and amounted 
to just one-third the employment options 
within reach of the average urban resident.

For residents in suburbs with limited or no 
transit options, reaching jobs that offer a path 
out of poverty can be a costly proposition. Ac-
cording to the Center for Neighborhood Tech-
nologies’ housing and transportation afford-
ability index, the typical household in places 
like Chicago Heights, Aurora and Grundy 
County spends upward of 20 percent of its in-
come on transportation. For poor households, 
the income burden can be even greater.

Lack of affordable and reliable transporta-
tion does not just impede access to employ-
ment. It can also make it difficult for the poor 
to reach critical services and work supports. 

Between 2000 and 2015, the number of high-poverty neighborhoods in 
the nation’s suburbs – and the number of poor residents living in these 
neighborhoods – more than doubled, making the suburbs home to the 
fastest growth in concentrated disadvantage in the nation. 
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As my colleagues Scott Allard and Benjamin 
Roth have detailed in their research, the non-
profit safety net tends to be weaker and 
patchier in the suburbs, with many large sub-
urbs lacking local providers in key areas such 
as substance abuse, mental health and em-
ployment services.

Suburban safety-net providers tend to 
stretch their service areas over greater dis-
tances while working with fewer resources 
than their urban counterparts. According to 
data from the National Center for Charitable 
Statistics, in 2012, safety-net services located 
in Chicago’s suburbs had budgets that collec-
tively equaled just over $1,200 per poor per-
son, while urban nonprofit resources totaled 
roughly $3,700 per poor resident.

In part, the lag in suburban nonprofit ca-
pacity reflects disparities in philanthropic 
giving. The political scientists Sarah Reckhow 
and Margaret Weir found that philanthropic 
investment in safety-net providers dispropor-
tionately went to central cities in the late 
2000s, even as poverty was shifting toward 
the suburbs. For example, nonprofits in the 
city of Chicago received $68 per poor person 
in philanthropy in 2007, compared to just $2 
per poor person in the suburbs. 

Reckhow and Weir also found that while 
limited nonprofit capacity in suburbs made it 
difficult for philanthropies to increase their 
giving in struggling communities, philan-
thropies provided relatively little funding to 
build such institutions in those communities. 
This presented a chicken-and-egg conun-
drum that frustrates efforts to bridge the ca-
pacity gap in the suburbs.

getting to effective scale
That capacity gap extends beyond nonprofit 
and philanthropic resources. “The suburbs” 
often encompass quite a fragmented collec-

tion of places, made up of dozens or even hun-
dreds of relatively small jurisdictions within a 
region. Many of those municipalities lack ad-
equate staff and are often operating with 
strained budgets and at too small a scale to ef-
fectively address rising needs. Such communi-
ties may not even have the wherewithal to 
compile a competitive application to attract 
government funding for poverty-alleviation 
programs, much less implement them.

At the same time, federal programs have 
been slow to respond to poverty’s expanding 
geographic footprint. In part, that’s because 
of capacity issues, but it is also because the 
dozens of federal place-based antipoverty 
programs created over several decades were 
often designed with inner-city neighbor-
hoods in mind. These funding streams often 
lack the flexibility to respond to the rise of 
suburban poverty. In some cases, that lack of 
responsiveness stems from eligibility criteria 
that prioritize density and high poverty rates, 
which often remain lower in suburbs even 
when those suburbs are home to higher num-
bers of poor residents.

In other instances, the criteria (whether in 
principle or practice) do not translate easily 
to the suburban context. For example, as the 
housing crisis unfolded in the late 2000s, Chi-
cago’s Southland suburbs were among the 
hardest hit by foreclosures.

Several relatively small jurisdictions were 
all struggling with similar challenges around 
vacant properties and blight. But rather than 
trying to compete against each other for fed-
eral Neighborhood Stabilization Program 
dollars, 19 suburbs in south Cook County (in-
cluding Chicago Heights and Harvey) decided 
to craft a joint application. With technical as-
sistance from a few key regional institutions, 
they launched the Chicago Southland Hous-
ing and Community Development Collabora-
tive to accommodate their joint efforts. Local 

t r e n d s
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foundations provided early investments that 
allowed the collaborative to hire a coordinator 
who helped the communities navigate the 
planning, application and implementation 
process.

The south suburbs succeeded in attracting 
$9 million from Cook County in the first wave 
of Neighborhood Stabilization Program 

funding. However, unused to working with 
this kind of collaborative entity, technical ad-
visors at HUD raised administrative concerns 
that led the county to fund 11 municipalities 
separately rather than the collaborative as a 
whole. That initial decision negated the effi-
ciencies of scale and coordination the collab-
orative was hoping to achieve through its 

A lack of federal responsiveness stems from eligibility criteria that prior-
itize density and high poverty rates, which often remain lower in suburbs 
even when those suburbs are home to higher numbers of poor residents.
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novel approach to addressing suburban dis-
tress that spanned not just multiple neigh-
borhoods, but multiple jurisdictions.

On one hand, this example illustrates the 
trials suburbs face. But on the other, it dem-
onstrates the types of innovative approaches 
regional and local leaders have been devising 
to overcome those hurdles and to respond 
more effectively to the increasingly regional 
landscape of poverty.

The answer to the many challenges raised 
by the growth of poverty in the suburbs is not 
to try to replicate the systems that cities have 
invested in for decades. That would just take 

too much time, given the pressing needs in 
these communities, and would not be an effi-
cient use of limited resources. Instead, the na-
tion needs a more-flexible policy framework 
for addressing poverty in place – one that rec-
ognizes the modern geography of poverty; 
engages it at an effective scale; and leverages 
limited money, expertise and political will in 
ways that help more people in more places.

A policy and practice framework designed 
with those goals in mind would align well 
with (and build on) the innovative work al-
ready underway. Many examples already exist 
of regional and local leaders working across 
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jurisdictional boundaries, sectors and policy 
silos to improve outcomes for their low-in-
come residents and communities.

In some cases, these models can be found 
in institutions that currently operate at a 
larger geographic and programmatic scale, 
making them well positioned to address ca-
pacity gaps in communities grappling with 
growing poverty. For instance, BakerRipley 
(formerly Neighborhood Centers) is a non-
profit that serves more than half a million 
people at 70 sites in Houston and its suburbs. 
BakerRipley braids together 35 federal pro-
grams with state, local and private funding to 
offer an integrated continuum of services for 
low-income families and individuals.

“Scale” in this instance does not mean Bak-
erRipley employs a cookie-cutter approach to 
service provision. Rather, its sophisticated in-
frastructure and programmatic breadth allow 
the organization to tailor services to respond 
to local needs in each of its locations. To do so, 
the organization invests in data gathering and 
community outreach so that it can under-
stand the needs and goals of the residents and 
adjust programming accordingly.

In other instances, like the Chicago South-
land example mentioned earlier, jurisdictions 
and organizations are achieving a more-effec-
tive scale through collaboration. Even with 
the bumpy start to their efforts to attract 
funding as a subregion, the jurisdictions in 
Chicago’s south suburban collaborative per-
severed because they believed there were ben-
efits (such as in administrative savings, 
increased capacity and broader impact) from 
tackling their shared challenges collectively.

Those benefits materialized as the collab-
orative attracted additional waves of federal, 
state and local investment that went to the 
collaborative as a whole rather than to indi-
vidual jurisdictions (and that any one munic-
ipality on its own may not have been able to 

attract). Those investments have helped the 
(now 25) participating municipalities reha-
bilitate or demolish foreclosed and blighted 
properties, start a transit-oriented develop-
ment fund and a land bank and create a map-
ping tool to help set priorities for collaborative 
projects transparently.

That initiative is just one of the many 
cross-jurisdictional collaborations that have 
emerged in recent years. Other suburbs on 
Chicago’s west and northwest side have 
formed their own housing-focused collabora-
tives similar to the Chicago Southland collab-
orative. In the Seattle region, six King County 
suburban school districts have been working 
with schools on Seattle’s south side (and with 
an array of other local leaders and stakehold-
ers) through the Road Map Project – a collec-
tive-impact, cradle-to-career model focused 
on closing achievement gaps and improving 
education results for low-income and minor-
ity students.

In St. Louis County, the 24:1 Initiative 
brings the 24 municipalities that fall within 
the Normandy School District together in a 
resident-driven collective-impact effort fo-
cused on a number of community-develop-
ment initiatives, from a community-owned 
land trust that builds and renovates houses to 
early-childhood and after-school programs 
seeking to improve education outcomes for 
local youth.

Each of these examples offers insights into 
the principles that should underpin an up-
dated policy and practice framework for ad-
dressing poverty in place – one that does not 
set up capacity-strapped suburbs to compete 
with each other or with cities and rural areas 
where deep poverty persists. Rather, a mod-
ernized policy playbook would recognize 
poverty’s increasingly regional reach and use 
limited resources more strategically. It’s 
happening – but there’s a long way to go.
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A system that can stand on bipartisan turf may be           difficult, but it can be done. 
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Republicans now control both chambers of Congress and the White 
House, yet they are finding it very difficult to fulfill their pledge to 
repeal and replace the Affordable Care Act — the dread Obamacare 

— which Republicans successfully painted as big government run 
amok during the 2016 election campaign. For the time being, the 
Democratic leadership seems content to watch Republicans twist-
ing slowly in the wind. That may not last indefinitely, though. 

For one thing, Obamacare is far from per-
fect by anyone’s reckoning. Without changes 
requiring both Republican and Democratic 
input, Obamacare could eventually fail. For 
another, substantial numbers of voters from 
both parties are becoming impatient with 
partisanship as usual. A Morning Consult/
Politico poll taken in March found that 72 
percent of Democratic voters, 71 percent of 
independents and 75 percent of Republicans 
thought the parties should work together 
more on health care reform.

Just what kind of health care plan might 
draw enough bipartisan support to pass the 
Senate and not then get shot down by the 
House? Certainly not a variation on the Re-
publican approach of reducing subsidies 
aimed at the poor, middle-aged and medi-
cally vulnerable, and then using the savings to 
eliminate the special health care taxes levied 
on high-income households. Indeed, no 
Obamacare replacement could draw signifi-
cant Democratic support unless it moved to-
ward the goal of universal, affordable health 
care – not away from it. At the same time, 
since Republicans control the committees 
and leadership in the House and Senate, any 
reform would have to start with ideas that 
have an acceptable conservative pedigree.

The practical question, then, is whether it 
is possible to build a system from conserva-
tive bricks that can stand on bipartisan turf. 
Here are three conservative ideas that, to-
gether, might do the job.

universal catastrophic coverage
The first is universal catastrophic health care 
coverage, an idea that has had a conservative 
imprimatur for decades. Martin Feldstein, 
who served as Chairman of President Rea-
gan’s Council of Economic Advisers, pro-
posed a universal catastrophic coverage plan 
as early as 1971. And Milton Friedman en-
dorsed it in an article written for the conser-
vative Hoover Institute in 2001. An up-to-date 
version of such a plan is described by Kip 
Hagopian and Dana Goldman in National Af-
fairs, successor to the neoconservative Public 
Interest.

Universal catastrophic coverage would 
provide everyone with health insurance that 
has a high deductible but no annual or life-
time caps. Ideas vary on how to set the de-
ductible. Feldstein’s original proposal 
suggested a deductible equal to 10 percent of 
family income. Hagopian and Goldman sug-
gest a somewhat more generous variation: a 
deductible equal to 10 percent of the income 
a family earns that is in excess of the amount 
that would qualify it for Medicaid.

For example, a family of four in a state that 
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took advantage of the Medicaid expansion of-
fered by the Affordable Care Act would qual-
ify for Medicaid with an income under 
$40,000, approximately 133 percent of the of-
ficial poverty line. If the family’s actual earned 
income were $75,000, their “surplus” income 
would be $35,000, so their deductible would 
be 10 percent of that, or $3,500. For a family 
with a million-dollar annual income, the sur-
plus would be $960,000, so the deductible 
would be $96,000. The catastrophic coverage 

itself could be provided directly by the gov-
ernment, at either the federal or state level, or 
purchased from a private insurer using a 
voucher or tax credit sufficient to cover the 
premium.

Universal catastrophic coverage could also 
be paired with health savings accounts for 
paying for routine health care needs and 
minor emergencies. Such accounts allow peo-
ple to spend pretax dollars for out-of-pocket 
health care costs. They have existed since 
2003, so they would need only minor tweaks 
to make them consistent with universal cata-
strophic coverage.

Introducing such coverage would protect 
families from the threat of medical bank-
ruptcy and from the risk of losing access to 
medical care altogether if they could not oth-

erwise afford (or chose not to buy) private in-
surance. And the large deductible would 
contain the cost to government. At the same 
time, it would have important indirect effects 
on the individual-insurance market.

With everybody covered by such policies, 
the individual-insurance market would deal 
only in supplemental coverage; the limit be-
yond which catastrophic coverage came into 
force would cap the maximum exposure of 
private insurers offering policies. If those pol-

icies themselves had deductibles or 
co-pays, the maximum exposure 
would be smaller still. As a result, 
premiums for supplemental policies 
would be lower than for policies now 
sold on the Obamacare exchanges, 
which must cover both routine and 
catastrophic needs with no caps.

Consider other advantages. Start 
with the reality that nobody would 
be forced to do anything: many 
healthy people with steady incomes 
would probably choose not to buy 
supplemental insurance, preferring 

the certain savings on premiums to the re-
duction in exposure to medical bills. On the 
other side of the same coin, their unwilling-
ness to buy insurance couldn’t lead to the 
feared “death spiral” in which the failure of 
healthy people to buy coverage raises premi-
ums for everybody else – and that in turn 
leads more healthy people to opt out. Nor 
could healthy people game the system, free-
riding on the Affordable Care Act’s pre-exist-
ing-condition guarantee, which they know 
will let them buy coverage later if they de-
velop a costly health problem.

decoupling health care  
from employment
A second conservative reform with the poten-
tial to draw bipartisan support would be to 
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end the tax-free status of employer-spon-
sored health insurance. As of 2015, 49 percent 
of Americans received health coverage 
through employers, more than Medicare and 
Medicaid combined. Such insurance has seri-
ous drawbacks, as outlined below. If those 
drawbacks were more widely understood, an 
end to this approach to providing insurance 
would be far more palatable to the general 
public. 

The special tax treatment of employer-
sponsored insurance goes back to the Second 
World War. Employers, frustrated by wartime 
wage controls, competed with one another to 
attract scarce workers by offering fringe ben-
efits such as health care coverage. After the 
war, laws were passed to confirm that employ-
ees would not have to declare the value of 
various fringe benefits as income when pay-
ing taxes. It didn’t seem like a big deal at the 
time. Since then, though, the exclusion of em-
ployer-sponsored health benefits has grown 
into the largest tax expenditure in the federal 
budget, reducing tax revenue by an estimated 
$235 billion in 2017.

Most Americans, I suspect, view this spe-
cial status for health insurance premiums as a 
sensible perk. But the critics have a point – or 
rather points:

1. Employer-sponsored health insurance is 
inequitable. Suppose the cost of health insur-
ance to your employer is $10,000 per worker. 
If that were taxed as ordinary income, you 
would pay more tax – but just how much 
more would depend on your tax bracket. If 
your taxable income is $200,000 a year, put-
ting you in the 33 percent bracket, the exclu-
sion saves you $3,300. If you earn $35,000 a 
year (landing you in the 15 percent bracket), 
the exclusion saves you just $1,500, which 
raises a question without a good answer: why 
should higher-wage employees get a bigger 

tax break than lower-wage earners? Actually, 
the inequity is often even greater, since em-
ployers usually provide more-generous health 
plans to top executives.

2. Employer-sponsored health insurance is 
unfair to minimum-wage workers. In most 
cases, both employers and workers can gain 
by adding health benefits and then reducing 
money wages by an amount that splits the tax 
benefit. In practice, it is not necessary to re-
duce wages to divide the benefit. Instead, 
workers or their unions negotiate compensa-
tion packages that slow the growth of cash 
wages while increasing the share of health 
benefits. However, for workers who are earn-
ing the minimum wage, there is no room for 
negotiation. Wages for such workers cannot 
be cut and must rise when the legal minimum 
increases. As a result, the entire cost of such 
insurance falls on employers – which is one 
reason why minimum-wage jobs rarely in-
clude health benefits.

3. Employer-sponsored health insurance is a 
special burden on small businesses. Providing 
health care can be a large problem for small 
employers. Large employers can afford to 
self-insure, cutting out the middleman with-
out having to worry that the average employ-
ee’s medical bills will go through the roof. But 
small businesses must buy a group policy 
from an insurance company, since they can’t 
risk being stuck with the catastrophic cost of 
one or two very sick employees who run up 
six-figure medical bills.

4. Employer-sponsored health insurance 
can lead to job lock. Job lock is said to occur 
when fear of losing benefits available from 
employers makes workers reluctant to change 
jobs, to retire or to leave employment for work 
as an entrepreneur or independent contractor. 
The Affordable Care Act mitigates the prob-
lem by guaranteeing that people who leave or 
lose a job can still buy individual coverage for 

b i p a r t i s a n  h e a l t h  c a r e
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as long as they wish. But before the Act, work-
ers with pre-existing conditions were out of 
luck – and could be out of luck again, if it is 
repealed.

5. Employers have a poor record as health 
insurance administrators. One might expect 
that as administrators of their employees’ 
health coverage, corporate managers have 
strong incentives to minimize the cost and 
maximize the quality of what they pay for. 
But that doesn’t seem to be the case. The 
health care economist Uwe Reinhardt has 
concluded that employers have failed dis-
mally in cost-containment, adding to, rather 
than moderating, the rise of health care costs.

To make employer-sponsored health in-
surance both more equitable and less condu-
cive to inefficiency, many reformers propose 
replacing the exclusion of such benefits from 
taxable income with a fixed tax credit. Roughly 
speaking, the current tax expenditures on the 
exclusion would be enough to give every adult 
of working age a tax credit of about $1,200. 
Because it would be a credit, not a deduction 
or an exclusion, everyone would get the full 
benefit regardless of his or her income tax 
bracket. The credit could also be advanceable, 
so that cash-strapped workers could use it to 
meet current premium payments.

A credit of $1,200 a year is less than a third 
of the cost of an average bronze plan on the 
Obamacare exchanges today, but the picture 
would change dramatically if universal cata-
strophic insurance and individual tax credits 
were introduced together. Then, supplemen-
tal individual policies would have much lower 
premiums than even the least costly plans 
now sold on the Obamacare exchanges. It 
would be realistic to expect that a $1,200 
credit would cover at least half the cost of an 
individual supplemental plan. Indeed, some 
advocates of this approach think that insurers 

would offer limited supplemental plans with 
premiums that matched the tax credit.

Many supporters of tax credits would give 
recipients the right to deposit them directly 
in health savings accounts instead of being 
used to buy supplemental insurance. The 
combination of those accounts and universal 
catastrophic insurance would make the op-
tion of going without supplemental insur-
ance more attractive for people with steady 
incomes.

controlling costs through  
transparency and competition 
A third conservative reform would make use 
of markets to contain health care inflation. 
Both instituting universal catastrophic cover-
age and eliminating employer-sponsored in-
surance would be easier if the costs of health 
care were lower. It’s no secret that health care 
costs are higher in the United States than in 
other affluent countries despite the fact that, 
by many measures, the U.S. system produces 
inferior outcomes. A study from the Com-
monwealth Fund found that the United States 
ranked fifth out of 11 high-income countries 
in the quality of health care but only 11th in 
terms of efficiency. As a result, the United 
States has more cost-related problems of ac-
cess to health care than any of the other coun-
tries surveyed.

In some cases, high U.S. costs follow from 
a tendency to perform greater numbers of 
costly tests and procedures. Births by C-sec-
tion – which are much more common in the 
United States than in many countries with 
lower mortality in deliveries – are often cited 
as an example. However, high prices appear 
to be a bigger problem. Procedures and drugs 
cost more – often several times more – in the 
United States than in other countries in 
which incomes and costs of living are compa-
rable in other respects.

b i p a r t i s a n  h e a l t h  c a r e
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Several approaches to controlling health 
care costs have drawn bipartisan support. 
One of the least controversial would be to en-
courage greater price transparency. As the 
Commonwealth Fund explained:

It’s no secret that the U.S. health care market 
is unlike any other market: patients rarely 
know what they’ll pay for services until 
they’ve received them; health care providers 
charge different payers different prices for the 
same services; and privately insured patients 
pay more to subsidize the shortfalls left by un-
insured patients. What’s more, prices for 
health services vary significantly among pro-
viders, even for common procedures such as 
laboratory tests or mammograms, although 
there’s no consistent evidence showing that 
higher prices are linked to higher quality.

The fund goes on to note that some em-
ployers and insurers are taking action to en-
courage providers to be more transparent in 
their pricing, and lists 30 states that have pol-
icies to encourage these practices. Recently, 
Representatives Michael Burgess (R-Texas), a 
physician, and Gene Green (D-Texas) intro-
duced legislation to promote greater price 
transparency.

Consumers have not always made use of 
health care price information when it has been 
available. That is understandable in an envi-
ronment in which most people received job-
based coverage that required only modest 
deductibles and co-pays. However, that already 
seems to be changing as employers are impos-

ing greater out-of-pocket costs on employer-
sponsored-insurance beneficiaries. A system 
that introduced universal catastrophic cover-
age and replaced such insurance with individ-
ual tax credits and health savings accounts 
would encourage comparison shopping.

Another approach that has drawn biparti-
san support is to encourage greater competi-
tion among health care providers and 
insurers. One prominent target of reformers: 
government policies that make it easier for 

Procedures and drugs cost more 
— often several times more — in 
the United States than in other 
countries where incomes and  
costs of living are comparable  
in other respects.
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pharmaceutical makers to charge U.S. con-
sumers more than they charge elsewhere. 
Currently, drug companies have little fear 
that Americans will turn to cheaper sources 
of the same medicines because importation is 
illegal – and thus, as a practical matter, lim-
ited to small purchases by Internet-wise indi-
viduals (which the FDA is inclined to ignore). 
Recently, senators Bernie Sanders and Ted 
Cruz debated policy issues on CNN. A pro-
posal to allow importation of drugs was one 
of the few points on which they agreed.

Pharmaceuticals are not the only area of 
concern when it comes to competition in 
health care. 

Both mergers among hospitals and be-
tween hospitals and physician groups have 
the potential to reduce competition and raise 
prices. At the same time, as detailed in a study 
from the Mercatus Center at George Mason 
University, 36 states have laws that give regu-
lators the power to limit the entry of new hos-
pitals and the expansion of old ones. Even 
when consumers have a choice of two or 

The troubled effort to repeal the Affordable Care Act made it very clear 
that Republicans as well as Democrats value access to affordable health 
care – and don’t much care about the ideological underpinnings.
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more hospitals, barriers to competition in 
both price and quality persist.

Greater transparency and competition 
would be especially valuable for people who 
choose to pay out-of-pocket costs from cur-
rent income or from health savings accounts, 
rather than buying supplemental insurance. 
As things stand, people without insurance are 
often charged higher prices than those insur-
ance companies negotiate with providers. 
However, individuals may not even be able to 
find out what those lower prices are, let alone 
have enough bargaining leverage to be given 
admission to the club.

good, but is it good enough?
Fully implemented and funded, the three-
part reform described here would improve on 

Obamacare both in terms of coverage (a key 
consideration for Democrats) and personal 
choice (a key consideration for Republicans). 
It is a good plan – but is it good enough?

Not for all conservatives. Some of them 
would reject it as too broad and too costly – 
after all, universal catastrophic health care 
coverage would be hugely expensive. Others 
oppose the whole idea that government 
should treat health care as an entitlement. 
Still others might endorse each of the parts of 
the proposal in principle, but fund them so 
inadequately that they would not work as in-
tended. Nor would this approach be good 
enough for all liberals. Many would prefer a 
simpler single-payer system that gave the gov-
ernment enormous leverage in cost control – 
perhaps something like the Medicare for All 
plan proposed by Senator Sanders during the 
presidential primary campaign.

But I would argue that, in spite of the bit-
ter partisan battle over Obamacare, universal 
health care is coming. Indeed, the troubled ef-
fort to repeal the Affordable Care Act made it 
very clear that Republicans as well as Demo-
crats value access to affordable health care – 
and don’t much care about the ideological 
underpinnings. It is time to stop fighting uni-
versal care and start trying to make it work.

Understandably, many Democrats would 
prefer to build a better system on the hard-
won foundation of Obamacare than to start 
afresh. Still, there could well be considerable 
Democratic support for a plan that truly cov-
ers everyone and is bulletproof from attacks 
from the political right. If the Republican 
leadership wished to restore its legitimacy as 
a party that gets things done, universal cata-
strophic coverage, replacing employer-spon-
sored insurance with individual tax credits, 
and measures to improve transparency and 
competition could very well constitute a 
winning formula.
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I
Pandemics

Preparing 

It is one of the sobering ironies of modern epidemiology: the threat of 

global pandemics looms large against a backdrop of a diminishing 

overall burden of infectious diseases. The body count – some 900 vic-

tims – from the 2003 outbreak of severe acute respiratory syndrome 

(SARS) was the same as that from malaria in an average 12-hour period 

for
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that year. Yet, SARS caused a complete shutdown of trade and travel in 

East Asia and cost the global economy close to $40 billion in 2003 alone. 

In 2015, the United States spent $5.4 billion to tackle Ebola, a disease 

that killed just one American and sickened four more – arguably the 

highest expenditure per case in any nation’s history.

by ramanan  
laxminarayan

It’s time we  
stop treating every  

new outbreak  
as if it were  

an unanticipated  
fluke.
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Disease Dynamics, Economics & Policy in Washington. He 
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With SARS, the dread factor was the fero-
cious speed at which a newly identified viral 
infection spread across borders, its effects 
being felt across an ocean in Canada before 
the outbreak was quashed. With Ebola, a fa-
miliar viral hemorrhagic fever, the factor pre-
cipitating a global reaction was the sheer 
terror of importing a disease that killed over 
a quarter of its victims. By comparison, until 
2014, the United States had spent less than a 
million dollars annually to tackle rising mi-
crobial resistance to antibiotics, which by the 
government’s own statistics resulted in the 
deaths of an average of 63 Americans a day.

Sometimes pandemics do live up to their 
mythic reputations. The 1918 flu pandemic 
was the single most catastrophic health event 
in modern history. It resulted in the deaths of 
50 to 100 million people (3 to 5 percent of the 
world’s population) and temporarily lowered 
Americans’ life expectancy by 12 years. How-
ever, the examples above make it pretty clear 
that a pandemic would not have to take mil-
lions or even hundreds of thousands of lives 
to shut down international commerce. Even a 
few thousand deaths over a short period 
would be sufficient to inflict significant dam-
age on the global economy.

Moreover, in developing countries with 
weak infrastructure and government institu-
tions, the threat could extinguish decades of 
growth. The two years spent fighting Ebola 

have effectively destroyed the health care sys-
tems of Liberia and Sierra Leone, setting back 
childhood immunization rates and under-
mining progress in health care indefinitely.

more trouble ahead
Expect more of the same in the future. In-
creased human mobility has accelerated the 
rate at which microbes are transmitted around 
the world. The resulting infectious-disease 
outbreaks, ranging from SARS to influenza 
H1N1 to MERS-CoV to Ebola to Zika, have 
challenged the ability of national and global 
systems to respond. Meanwhile, the condi-
tions for disease transmission have only 

grown more favorable. Aedes aegypti, the so-
called (for obvious reasons) yellow fever mos-
quito that has also become the favored vehicle 
for the dengue, chikungunya and Zika viruses, 
can now be found in the lower half of the 
United States. The Asian tiger mosquito Aedes 
albopictus, which serves as an efficient vector 
for at least 23 arboviruses that cause dengue 
and encephalitis (among other diseases), was 
first discovered in the United States in 1987. It 
is now on the wing in 678 counties in 25 states.

The ominous news keeps on coming. 
Nearly a third of the world’s population lives 
in areas that are environmentally suitable for 
the spread of Zika. This includes more than 
half of Latin America – where the virus is 
now circulating – as well as parts of South 
and Southeast Asia, northern Australia and a 
broad swath of equatorial Africa.

A less-examined factor that is leaving the 
globe more vulnerable to the rapid spread of 
infectious disease is the massive increase in an-
imal herds raised for food. Demand for animal 

Even a few thousand deaths over a short period would be sufficient to 
inflict significant damage on the global economy.

p r e p a r i n g  f o r  p a n d e m i c s
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protein is likely to double between now and 
2050. This worries public health officials for 
two reasons. First, raising large quantities of 
poultry and hogs in close proximity to hu-
mans amplifies the risk of animal-to-human 
transmission of diseases. Second, the use of 
antibiotics in animals at sub-therapeutic con-
centrations for the purposes of promoting 
growth – and ostensibly, preventing disease – 
is expanding rapidly.

This profligate use of antibiotics is acceler-
ating the evolution of resistant microbes, 
which affects humans both directly and indi-
rectly. Of course, it puts us at greater risk 
from resistant microbes. But it is also under-
mining the efficacy of antibiotics in the treat-
ment of animal disease, which threatens both 
the supply of food and the livelihood of hun-
dreds of millions of workers engaged in rais-
ing and processing food.

Consider, moreover, that cross-border 
trade in live swine is common, both to produce 
meat and to acquire breeding stock. These pigs 
rarely travel alone, taking with them an assort-
ment of influenza viruses. Indeed, there is a 
near-consensus among the experts that pan-
demic influenza originating in animals is the 
most ominous health threat faced by humans.

the economics of  
pandemic preparedness
For all the intermittent worry about commu-
nicable disease outbreaks, incentives for na-
tional governments to prepare for a black-swan 
event like pandemic influenza, which has a 
low probability of occurrence yet would gen-
erate appalling damage if it did, are weak.

To be fair, the resulting neglect is not nec-
essarily myopic. All countries face immediate 
demands on financial resources, including 
the clear and present danger of chronic dis-
eases. Eliminating, say, malaria in countries 

with even moderate incidence of it would 
generate immediate benefits in terms of pub-
lic health and could trickle down into tour-
ism development. By contrast, improving the 
ability to detect and respond to an outbreak 
of influenza generates no visible benefit. 
Then, too, much of the benefit of investing in 
surveillance and reporting accrue to other 
countries – an “externality” that is rarely val-
ued by the country making the investment.

That’s why international institutions that 
can serve as a fail-safe for information flows 
are so important. But these are not reliable in 
the face of the current political backlash 
against global governance and coordination 
mechanisms – not to mention ongoing reluc-
tance to adequately fund the World Health 
Organization (which admittedly suffers from 
its own set of governance problems).

With limited funds available for multilat-
eral pandemic preparedness, then, we should 
pay closer attention to the impact of current 
planning and interventions on incentives for 
individual countries to prepare and promptly 
report outbreaks. I offer some ideas in struc-
turing mechanisms for global preparedness 
and reporting.

First, just as insurance against auto acci-
dents generates “moral hazard” – with autos, 
for example, insurance reduces the incentive 
to drive carefully – designers of global mech-
anisms to buffer the impact in the event of an 
outbreak should consider those mechanisms’ 
perverse effect on incentives to prepare for a 
pandemic. That’s not to say there is no good 
reason to have a global pandemic-response 
system in place. But it would also make sense 
to build in penalties for countries that fail to 
prepare adequately and must lean more heav-
ily on outside help if the chickens do come 
home to roost.

Second, there is evidence that countries 
respond to external incentives in deciding 

p r e p a r i n g  f o r  p a n d e m i c s
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whether to report infectious-disease erup-
tions. Consider one example. Following an 
outbreak of meningococcal meningitis dur-
ing the Hajj (the annual Islamic pilgrimage to 
Mecca), starting in 1988, Saudi Arabia re-
quired pilgrims to be vaccinated. But the vac-
cine was expensive ($55 per dose in 1987), 
and enforcement was spotty. The Saudis fo-
cused on surveillance of pilgrims from coun-
tries with a high reported incidence of the 
disease. And by no coincidence, poor coun-
tries of sub-Saharan Africa became far less in-
clined to report cases.

But this sort of perverse incentive can be 
turned on its head. The creation of a World 
Health Organization program in 1996 to sub-
sidize the vaccine in localities reporting epi-
demics led to a sharp increase in reports from 
sub-Saharan countries that had previously 
chosen to suppress the evidence. Strong sur-
veillance and prompt reporting lie at the heart 
of an effective strategy to respond to pandem-
ics. Mathematical models have suggested that 
it may be possible to contain an emerging pan-
demic of avian influenza if detection and re-
porting occur within approximately three 
weeks of the initial case. The catch, of course, 
is that while the World Health Organization is 
responsible for coordinating the global re-
sponse to human cases of avian influenza, de-
cisions about surveillance and reporting, as 
well as the initiation of containment efforts, 
are the province of national governments.

Third, the primary means countries choose 
to protect themselves in the event of outbreaks 
elsewhere is through sanctions on trade and 

There is a near-consensus  
among the experts that  

pandemic influenza originating  
in animals is the most  
ominous health threat  

faced by humans
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travel. And, as noted above, such sanctions im-
pose enormous costs on countries reporting 
outbreaks. The result is that infected countries 
face powerful disincentives to prompt report-
ing. For example, when Peru disclosed an out-
break of cholera in 1991, its South American 
neighbors imposed an immediate ban on Pe-
ruvian food products. The $700 million loss in 
exports and an additional $90 million loss in 
tourism far exceeded the domestic health and 
productivity costs of the epidemic.

Incentives for reporting don’t always work 
in one direction, though. In some cases, coun-
tries promptly report outbreaks because they 
believe the information will probably leak 
anyway and they want to be able to influence 
how it is reported and interpreted. Further-
more, reporting an outbreak may result in in-
ternational assistance for containing it. In the 
Peruvian outbreak of cholera, speedy aid in 
the form of rehydration salts, saline solution 
and antibiotics helped to significantly reduce 
the death rate. The bottom line: since sanc-
tions are after-the-fact measures to control 
outbreaks and have unintended consequences, 
we should rely on them as little as possible to 
contain those outbreaks.

Fourth, incentives to report an outbreak 
once it has been detected put the cart before 
the horse, since the outbreak must first be de-
tected. Incentives to invest in surveillance de-
pend on whether or not a country really wants 
to report an outbreak promptly. These incen-
tives are driven in part by the direct value of 
early detection to the individual country and 
in part by the likely consequences of making 
the information available to outsiders.

The more onerous the anticipated sanc-
tions from abroad, the less likely a country 
will be inclined to invest in surveillance. By 
the same token, the higher the perceived ben-
efit of international assistance in reducing the 
cost of an outbreak, the greater the likely in-
vestment. Current international mechanisms 
to encourage better reporting of disease have, 
by and large, ignored this economic dilemma 
and the strategic behavior it invokes in coun-
tries with emerging outbreaks.

Investments in surveillance also depend 
on the likelihood that detected outbreaks will 
produce a significant epidemic. The more a 

p r e p a r i n g  f o r  p a n d e m i c s
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country believes a disease will arise and 
spread, the more significant the investment in 
surveillance. However, this investment can be 
inhibited by the likelihood of false positives – 
the alleged detection of a disease when none 
exists. Thus, a tradeoff exists between invest-
ing in increased surveillance and investing in 
more-accurate surveillance.

A government’s decision on whether to 
report an outbreak can be modeled as a sig-
naling game in which a country has private 
but imperfect evidence of the outbreak. An 
important conclusion from such modeling 
is that not all sanctions necessarily discour-
age reporting. Sanctions based on fears of 
an undetected outbreak (false negatives) en-
courage disclosure by reducing the relative 
cost of sanctions that follow a reported out-
break. Moreover, improving the quality of 
detection technology may not promote the 
disclosure of an outbreak because the in-
come lost by reporting truthfully is that 
much greater. Finally, informal surveillance 
is an important channel for publicizing out-
breaks and functions as an independent yet 
imperfect signal that is less likely to dis-
courage disclosure. In sum, obtaining accu-
rate information about potential epidemics 
is as much about reporting incentives as it is 
about detection technology.

what to do
It’s time to think seriously about how to cre-
ate stronger incentives for preparedness and 
reporting. One possibility: create a global 
audit agency for pandemic risk along the lines 
of a securities-rating agency like Moody’s or 
S&P. But why would countries participate in 
such a mechanism? Recall Nobel economist 
George Akerlof ’s famous “market for lemons” 
analysis, in which sellers of high-quality used 
cars choose to exit the market if buyers can-
not distinguish their superior offerings from 

those of less-scrupulous sellers. Their exit 
further lowers the average quality of cars on 
the market and leads to further unraveling 
until the only cars left for sale are the lemons 
that consumers fear most.

In the analogous case of uncertainty about 
nations’ will and capacity to manage poten-
tial pandemics, the availability of an audit 
mechanism would trigger a “reverse-lemon” 
effect. Once some low-risk countries are au-
dited, the rest of the world would revise up-
ward its threat assessment for countries that 
chose not to be audited. And this would in-
crease the incentives for other countries to get 
on board.

A complementary approach would be to 
establish a global insurance fund that coun-
tries could use to purchase coverage against 
pandemic-related economic losses. Insurance 
would extend to trading partners that inad-
vertently imported the disease. Premium size 
would be keyed to the risk of unreported dis-
ease. Assistance to low-income countries that 
simply couldn’t afford to buy insurance 
would focus on measures that helped low-in-
come countries qualify for reduced premi-
ums rather than directly subsidizing their 
premiums.

*  *  *
As (a) climate change increases the effi-

ciency of insect vectors once confined to the 
tropics, (b) the demand for animal-based 
diets increases, and (c) travel becomes more 
affordable for more people, the risk of out-
breaks is plainly increasing. And the potential 
consequences are grave in terms of economic 
losses – not to mention public health. The in-
centives to protect against pandemics are not 
nearly strong enough, given their awesome 
power to destroy economies. It’s time we stop 
treating every new pandemic as if it were 
an unanticipated fluke.
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T he idea of a universal basic income — a no-strings-attached monthly 
stipend to every resident — has been widely touted as a substitute for a 
social safety net that could satisfy liberals and libertarians alike. We think 

it could do much more, serving as the rock on which to build a fairer and 
more efficient economy. Indeed, combined with the elimination of some tax 
preferences that distort markets, it could put the economy on a sustainable 
long-term growth path even as it reduces the degree of income inequality.

One major benefit of a universal basic in-
come – a benefit emphasized by conservative 
believers – is its value in reducing distortions 
in labor incentives that undermine produc-
tivity growth. But the promise runs deeper, 
potentially eliminating biases in both tax pol-
icy and monetary policy that favor invest-
ment over employment, and in the process 
concentrate wealth and suppress wages.

the multi-trillion dollar  
misunderstanding
In a world long mesmerized by the role of 
capital-intensive technological change – ev-
erything from mass production to digitiza-
tion – there’s a common tendency to ignore 
the ways in which the owners of capital are fa-
vored over the “owners” of labor. Start with 
the fact that, unlike wage income, investment 
income is not subject to Social Security, Medi-
care or most other payroll taxes. Capital in-
come is also taxed at significantly lower rates, 
and the tax can often be deferred.

One of the policy justifications for the 
more-favorable tax treatment of capital in-
come is that investment creates jobs. Now, 
that argument is suspicious on its face: why 
would tax incentives that make labor rela-

tively more expensive than capital increase 
the demand for labor? In any event, the happy 
historic correlation (not necessarily causa-
tion) between investment and job growth has 
broken down.

Adding to workers’ woes, labor has be-
come less attractive to employers because 
labor productivity has stagnated. The num-
bers are pretty grim. Labor productivity rose 
at an average annual rate of only 1.1 percent 
between the fourth quarter of 2007 (when the 
Great Recession began) and the third quarter 
of 2016. That compares to the 2.7 percent av-
erage annual increase between the first quar-
ter of 2001 and the fourth quarter of 2007. 

What’s more, the mysterious dynamic that 
drives technological change seems to be pil-
ing on more bad news. A recent study by 
PricewaterhouseCoopers estimates that 38 
percent of U.S. jobs could be lost to automa-
tion in the next 15 years – a greater percent-
age than in any other developed country in 
that period.

Lower-income workers have been hit espe-
cially hard by wage stagnation and the decline 
in job creation that, in part, result from the 
favorable tax treatment of investment income 
and the slowing growth in labor productivity. 
Moreover, ill begets ill; the Princeton econo-
mist Alan Krueger persuasively argues that by 
virtue of their meager personal savings, geo-
graphic immobility and anticompetitive 
practices on the part of their employers, low-
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wage workers don’t benefit much when the 
demand for labor does rise.

what recovery?
It’s hard to dispute that most lower-income 
earners have been left behind in the recovery 
from the Great Recession and do not have 
meaningful opportunities awaiting them in 
the foreseeable future. Even though the stan-
dard measure of unemployment (the so-
called U-3 rate) has dropped from over 10 
percent in early 2009 to 4.4 percent in April 
2017, a more comprehensive measure of job-
lessness (U-6) that includes discouraged 
workers and those involuntarily on limited 
hours indicates that unemployment is still a 
pervasive problem. The U-6 stood at 8.6 per-
cent in April – almost two percentage points 
higher than at the peak of the Clinton boom.

Another indicator that the benefits of the 
economic recovery have not been fully shared 
by the workforce comes from the fact that the 
labor force participation rate for prime-
working-age 25-to-54-year-olds was 1.4 per-

centage points lower in April 2017 than in 
December 2007. And among 25-to-54-year-
olds lacking a high school diploma, participa-
tion was a shockingly low 45 percent. Simply 
put, the recovery has not been strong enough 
to suck marginal unskilled workers back into 
the labor force.

Now, compare the ongoing difficulties of 
labor – particularly less-skilled labor – to the 
rebound of financial wealth. The S&P 500 eq-
uity index has more than tripled since it bot-
tomed out in March 2009, while wages in 
manufacturing are up a mere 14 percent. In 
part, the success of stocks can be attributed to 
the great forces of technology and globaliza-
tion that have favored capital. But a big factor 
was the creation of a super-low interest rate 
environment by the Federal Reserve that in-
flated the value of stocks and bonds alike as 
investors chasing yield bid up prices.

The Fed policy of keeping rates low by 
amassing a vast portfolio of bonds can be de-
fended as having been necessary to sustain 
the recovery in the absence of more fiscal 
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stimulus or a big rise in private investment. 
But it’s hard to deny that the major beneficia-
ries are those in the top 1 percent, or even the 
top one-tenth of 1 percent, who own the bulk 
of financial assets.

the giant hole in the middle
These days, practically everyone knows that 
income inequality is growing. Few, we expect, 

know by how much. The inflation-adjusted 
after-tax average income of the top 1 percent 
almost tripled between 1979 and 2013. By 
comparison, the bottom fifth saw their in-
comes rise by 46 percent over those decades – 
with much of that gain attributable to more 
women entering the labor force rather than 
wage increases.

One often-neglected aspect of the income-
distribution story is the unintended role 
played by macroeconomic policy – in partic-
ular, the reliance on monetary rather than fis-
cal policy to tame the business cycle. President 
Barack Obama managed to convince Con-
gress to pass a big fiscal-stimulus bill in the 
first months of his administration. But it was 
inadequate to the task, leaving the ongoing 
job of digging the economy out of the Great 
Recession to the Federal Reserve. And, as we 
have noted, the Fed’s flirtation with a zero rate 
of interest succeeded in boosting the value of 
financial assets (which are largely owned by 
the wealthy) but not in raising wages and em-

ployment among lower-income workers.
As American investors’ wealth surged from 

a financial-crisis low in 2009, the United 
States earned the dubious honor of having 
one of the most unequal distributions of in-
come among OECD countries (exceeded by 
only Chile and Mexico). The deterioration in 
income distribution is confirmed by figures 
from the U.S. Census Bureau. After showing 
no clear trend between 2000 and 2007, the 

Gini coefficient – a measure of inequality that 
makes comparisons easier – rose significantly 
from 2008 onward.

The traditional correlation between in-
vestment and labor income has broken down, 
in large part because of the advantageous tax 
treatment of capital income and what 
amounts to an asset bubble created by very 
low interest rates, combined with the econo-
my’s seeming inefficiency in raising labor 
productivity. The lack of emphasis on train-
ing and apprenticeship opportunities in the 
United States, set in an environment of medi-
ocre general public education, has not been 
conducive to generating a labor force that 
matches contemporary skill requirements or 
to increasing productivity.

structuring universal  
basic income
Growing inequality and lagging wages, so 
long written off as the consequences of immu-
table economic forces, have, in the Trump era, 

u n i v e r s a l  b a s i c  i n c o m e

 The lack of emphasis on training and apprenticeship opportunities  
in the United States set in an environment of mediocre general public  
education has not been conducive to generating a labor force that 
matches contemporary skill requirements.

https://fred.stlouisfed.org/series/LNS11300002
https://fred.stlouisfed.org/series/LNS11300002
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become the focus of much hand-wringing – 
though not of effective action. A mix of ideo-
logical differences and pure partisan 
opportunism makes it almost impossible to 
contemplate the conventional sort of fix pos-
sible in an earlier era. That’s where a universal 
basic income fits in. It would pay every adult 
resident a stipend, regardless of the individu-
al’s other sources of income. The quid pro 
quo (and the source of the savings to pay for 
the program) would be the elimination of 
most other forms of government assistance 
(including Social Security over a phaseout pe-
riod), other than those related to medical care.

It is important to emphasize that there 
would be no creation of a separate welfare 
class nor any stigma attached to receiving a 
universal basic income. Quite the contrary: 
unlike, say, food stamps or housing vouchers, 
everyone would receive it. Consequently, ani-
mosity toward poverty programs and shame 
at receiving handouts would be reduced be-
cause those programs wouldn’t exist.

As a practical matter, it would make sense 
to apply universal basic income benefits 
against the tax obligations of higher-income 
Americans, while paying others monthly. We 
would like to see it set in the neighborhood of 
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$10,000 per year per adult. Combining it with 
some major tax changes – notably the elimi-
nation of the preferences for investment in-
come – would ensure that the fiscal impact of 
the introduction of a universal basic income 
would remain manageable. Indeed, some re-
sidual stimulus could prove serendipitous, al-
lowing the Federal Reserve to tilt toward 
market-based interest rate levels that allowed 
for policy flexibility in the next economic 
downturn.

improving workers’ negotiating 
power and productivity
Structured properly, a universal basic income 
would give workers the financial breathing 
room to take the time for acquiring skills. 
Their decisions about education and training 
would be based on their own analysis of the 
benefits versus the costs. Consider, too, that it 
would also go a long way in offsetting the ex-
cessive bargaining power now enjoyed by em-
ployers in the market for less-skilled workers. 
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Low-wage employees who would otherwise 
be living hand-to-mouth and unable to risk 
even temporary unemployment would be 
freer to shop around for better jobs – or even 
to contemplate moving elsewhere in search of 
better opportunities.

In some cases, this could prove a win-win 
for employers as well as their employees. We 
would envision the elimination of the mini-
mum wage as part of the universal basic in-
come package. This would give employers the 

flexibility to take a chance on marginally pro-
ductive workers who could prove their worth 
on the job. More typically, it would increase 
employers’ incentives to offer training to in-
adequately skilled workers.

For example, an employer could offer a 
low wage during a training or apprenticeship 
phase, with a significant bump in compensa-
tion if and when the skills were acquired. Em-
ployees, for their part, could take chances on 
such offers, because a universal basic income 
would always be there as a backstop. Note, too, 
that this would take the pressure off govern-
ment to subsidize such training and, in the 
process, risk even greater market distortions.

In our view, a universal basic income 
would be most effective as a productivity en-
hancer if it were accompanied by changes in 
secondary education that emphasized basic 
skills in anticipation of on-the-job technical 
training. This is not dissimilar to the oppor-
tunities available for students in Germany 
who are not bound for college – a system, by 
the way, that can only work smoothly because 
young workers can count on income replace-
ment from the government if they founder.  

There is a strong consensus that a great 
number of jobs will become obsolete as a re-
sult of the inevitable march of technology in 
the next few decades. (Think, for example, of 
truck drivers in an era of autonomous vehi-
cles and delivery drones.) There is much dis-
agreement, though, about whether technology 
will open up new jobs (as it has in the past) or 
whether it will simply put downward pressure 

Structured properly, a universal 
basic income would give workers 
the financial breathing room to 
take the time for acquiring skills. 
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on wages as too many workers compete for 
too few jobs.

The advantage (among many) of a univer-
sal basic income is that it would prepare the 
economy and society for either outcome. On 
the one hand, the basic income would give 
workers the financial wiggle room to retrain. 
On the other, it would buffer the impact of la-
bor-saving technological change that led to a 
continuation of wage stagnation (or worse). 
The bottom line: it would be an efficient, 
market-based means of integrating workers 
into an economy in which the only certainty 
was rapid change.

better than welfare
Programs designed to ease the burden of pov-
erty range from old-fashioned welfare – food 
stamps, housing assistance, Medicaid, Sup-
plemental Security Income – to a host of ini-
tiatives to spur remunerative work, ranging 
from job training to college tuition grants to 
earned-income tax credits. But the inherent 
nature of means-tested benefits implies that 
almost all of them create market distortions 
that undermine efficiency in general and 
work incentives in particular, because added 
income triggers benefit losses.

Progressives try to minimize the inefficien-
cies by structuring benefits carefully so that 
the “tax” on higher earnings is modest. Con-
servatives are inclined toward plans that make 
dependence less palatable – adding work-

search requirements, drug-testing, time limits 
on benefits and the like. The resulting mix 
does the job minimally well, but at great cost 
in terms of fiscal waste, increased regulation 
and size of government, social stigma and 
simmering popular anger about the free ride 
others are allegedly getting. A universal basic 
income would wipe away many of the liabili-
ties of the current social safety net, increasing 
the efficiency of labor markets and redistrib-
uting income without the potential for back-
lash against freeloaders that has become more 
than potential in recent years.

Many experts – and most people first hear-
ing about the idea – are concerned that a uni-
versal basic income would make people lazy 
and discourage work. But some well-con-
structed experiments with no-strings income 
supplements suggest a subtler outcome. In the 
1960s and 1970s (in a less conservative era), 
both Canada and the United States commis-
sioned studies of the impact. And while re-
searchers concluded that there was about a 13 
percent reduction in hours worked by house-
holds, there was only a slight reduction in the 
hours worked by the primary earner. Joel 
Dodge, a writer for Quartz, summarized the 
findings: “Universal basic income wouldn’t 
make people lazy,” he concluded. “It would 
change the nature of work.” Women who 
were secondary earners reduced their work 
hours more, presumably to stay home with 
young children or to substitute housework for 
boring unskilled jobs. Dodge also noted that 
teenagers worked less part-time, but appar-
ently used the extra hours wisely: the experi-
ments led to double-digit increases in the 
percentage of students completing high school.

At the very worst, the experiments suggest 
that a universal basic income would lead to a 
modest reduction in labor-force participation. 
At best, it would increase participation be-
cause the incentive-sapping impact of means-

A universal basic income would 
be an efficient, market-based 
means of integrating workers 
into an economy in which the 
only certainty was rapid change.

u n i v e r s a l  b a s i c  i n c o m e

https://qz.com/765902/ubi-wouldnt-mean-everyone-quits-working/
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tested welfare benefits would vanish. Consider, 
too, that a reduction in labor hours is not an 
inherently bad thing if it allows people to live 
more creative and fulfilling lives, any more 
than health care reform was a bad thing be-
cause people no longer stayed in jobs they 
hated simply to keep their health insurance. 

an achievable dream
The good news is that support for a universal 
basic income extends across the ideological 
spectrum from libertarians to liberals. The 
bad news is that the support is thin across this 
spectrum. We have no illusions that its intro-
duction would prove easy, or would prove to 
be a panacea.

But we are convinced that this battle for 
Americans’ hearts and minds is worth the fight. 
For one thing, it would lead to immediate im-
provement in the lives of a lot of people who’ve 
gotten the short end of the stick in an era of 
ever-greater income insecurity and income in-
equality. For another, it would help to head off 

the potential for social and political instability 
as economic change – automation, in particu-
lar – leaves roadkill in its wake, not to mention 
making the economy more efficient and mar-
ket-based, allowing U.S. businesses to com-
pete more effectively on the world stage.

We cannot continue on our current path, 
hoping to prosper as a nation in a global mar-
ketplace with a hobbled labor force. Nor can 
we stop the march toward globalization or 
deal with socioeconomic discontent by erect-
ing barriers that limit the flow of trade and 
technology. Bullying companies to make un-
economic decisions around manufacturing 
and forcing them to keep jobs in the United 
States could only succeed in the hobbling of 
the proverbial goose.

In short, a universal basic income offers an 
efficient, market-based opportunity for work-
ers and businesses to avoid a future otherwise 
sure to be clouded with social malaise and 
stunted economic growth. And that, 
surely, is a cause worth fighting for.



48 The Milken Institute ReviewFFinancial markets are certainly safer today after the 
tighter regulation imposed in the wake of the 2008  
crisis. But one of the glaring sources of instability in 
2008, the collapse of ratings-agency standards that  
fed the bubble in residential mortgage-backed securi-
ties, has not been dealt with in a conclusive way.  
Here, we suggest an approach to changing ratings-
agency incentives — one that would require minimal 

the Race
Stopping



government intervention yet prevent the race to the  
bottom that gave investors false confidence in the  
quality of these complex financial assets while the  
bubble inflated.

Stated simply, our proposal is parallel to the pro-
cess used to limit the impact of biased judges in Olym-
pic events ranging from gymnastics to diving. In these 
sports, the score proposed by the most lenient judge 

by howard esaki  and
   lawrence j . white

illustrations by  
the heads of state 

to the Bottom
Rating Mortgage-Backed Securities
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on a multi-judge panel is automatically 
dropped. In our proposal, the ratings agency 
that proposes to rate a securities issue most 
leniently would be dropped from consider-
ation or, alternatively, its rating fee would be 
withheld.

The proposal is, of course, aimed at resi-
dential mortgage-backed securities rating. 
But it would also serve to reduce the incen-
tives of these for-profit ratings agencies to 
compete for market share by inflating ratings 
of commercial mortgage-backed securities, 
collateralized loan obligations and other as-
set-backed securities, such as automobile 
loans and credit-card receivables.

We can already detect some grumbling 
here: why not just leave it to investors to de-
cide which ratings are worth trusting and 
which aren’t? The long answer, which turns 
on why markets sometimes fail, is, well … 
long. The short answer, which should satisfy 
even free-market zealots, is that the realistic 
choice is not between our proposal and caveat 
emptor but between lightly applied indirect 
regulation and increased direct regulation by 
the Securities and Exchange Commission that 
would cost more and be less effective.

origins of the fall
Residential mortgage-backed securities are 
anchored by financial claims against pools 
containing thousands of mortgages, which 
are divided into classes with different matur-
ities and credit ratings. Mortgages with guar-
antees by federal agencies (Ginnie Mae, 
Fannie Mae and Freddie Mac) backed the ini-
tial MBS offerings in the 1970s. The credit 

ratings of these securities were thus almost al-
ways the top-of-the-line AAA/Aaa.

But for better and worse, the financial in-
dustry is constantly in search of newly engi-
neered products that appeal to investors and 
generate profits. In the 1990s, a market devel-
oped for private-label residential mortgage-
backed securities that were composed of 
mortgages that lacked government guaran-
tees. The credit ratings agencies initially rated 
various classes of these securities from AA/
Aa2 to B, based on various criteria. But the 
main difference between the highest- and 
lowest-rated deals was the amount of credit 
support or “subordination” – that portion of 
the collateral that could be lost without leav-
ing the owners vulnerable to losses.

If one of the many mortgages backing one 
of these securities defaults, goes through fore-
closure and takes a loss, the pool’s administra-
tor applies the loss to the most junior class (or 
tranche) of securities that was created when 
the issue was assembled. Additional losses 
from other mortgage defaults are similarly 
applied until that most junior tranche is no 
longer backed by collateral. Then, if more 
losses accumulate, the next most junior class 
becomes vulnerable, and so forth. The struc-
tures of securities-backed commercial mort-
gages, automobile receivables and other 
collateralized loan obligations are similar.

In the 1990s, the senior-most class of most 
residential mortgage-backed securities made 
up 70 percent of the deals, with 30 percent of 
the collateral subordinate to it. In other words, 
the collateral represented by the pool of 
mortgages could withstand a loss of up to 30 
percent of its value without jeopardizing the 
claims of the owners of the most senior class.

A moment for digression. Some readers 
may wonder why investors were willing to put 
up with all this intricate slicing and dicing 
that could not have been done without fast 

HOWARD ESAKI  is the former global head of securitiza-
tion research at Standard & Poor’s. LARRY WH ITE is a 
professor of economics at New York University’s Stern 
School of Business.

t h e  r a c e  t o  t h e  b o t t o m



51Third Quarter  2017 

computers and modern software. For one 
thing, securitization (which diversifies the bet 
made by any individual investor) is an incred-
ibly efficient way to funnel credit into a het-
erogeneous market like housing (or cars or 
strip malls or warehouses). For another, di-
viding securities into senior and junior 
tranches opens the door to investors with 
widely varying willingness to bear risk in ex-
change for a higher expected return.

But, of course, the inherent complexity of 
these securities puts a premium on the avail-
ability of accurate information about the 
risks that owners of the securities must bear. 
Which brings us back to the ratings agencies.

the race to the bottom
Moody’s and Standard & Poor’s initially dom-
inated the market for rating private-label  
residential mortgage-backed securities. Sub-
ordination levels were fairly steady, and the 
rating of the most senior tranches was typi-
cally a healthy AA/Aa2 rather than the gold-
standard AAA/Aaa. The issuers of most of 
these securities solicited (and paid for) at 
least two ratings, so the two major agencies 
could each maintain nearly a 100 percent 
market share. But as the private-label market 
grew and profits from rating such securities 
increased, the market drew new entrants, in-
cluding Fitch Ratings and Duff & Phelps. 
Market share began to fall for Moody’s and 

S&P as the new kids on the block chose to 
compete by offering slightly looser rating 
standards (i.e., less subordination). 

But, not surprisingly, this provoked a com-
petitive response from everyone else in the 
business. All ratings agencies began to refine 
their mathematical models for determining 
which classes of security drew which rating, 
and this almost always resulted in declines in 
the collateral coverage required to earn a 
given rating.

In part, this was a sensible response. Many 
of the early ratings were too conservative, as 
underwriting standards in the 1990s were 
fairly strict and senior classes could withstand 
default rates of up to 75 percent (under the 
assumption of a 40 percent loss on foreclosed 
loans), which nobody expected short of the 
launch of nuclear war.

But subordination continued to drop even 
after underwriting standards started to 
weaken with the growth of subprime mort-
gage lending that largely disregarded (a) the 
creditworthiness of the individual borrowers, 
and (b) that house prices were rising to re-
cord levels suggesting the potential for a big 
fall in the value of the collateral in the event 
of a systemic crisis. Many of the ratings-
agency changes could be justified case by case. 
But cumulatively, they resulted in massive 
drops in the credit quality of residential 
mortgage-backed securities that were not re-
flected in the ratings.

The realistic choice is between lightly  
applied indirect regulation and increased  
direct regulation by the Securities and  
Exchange Commission that would cost  
more and be less effective
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In the years before the financial crisis, issu-
ers mostly sought two or three ratings by ask-
ing for estimates of how much collateral 
would be needed to obtain a given rating from 
four to six ratings agencies. The issuers then 
typically chose the lowest level that was “bid” 
by either S&P or Moody’s since many institu-
tional investors required a rating from one of 
these two agencies to buy a security. Another 
(perhaps the only other) rating chosen was 
usually the most lenient rating from among 
the other bids by less-established agencies.

Now, purchasing ratings from two or more 
agencies has the advantage of providing some 
protection against errors in risk-modeling or 
computation that would otherwise cause the 
use of an outlier as a final rating level. But it 
also reduces the risk for any given ratings 
agency in cutting corners on the level of pro-
tection required since the agency knows that 
the issuer is likely to not use the new low esti-
mate, but the next-to-lowest level. It thus re-
duces the metaphoric speed bumps in the 
race to the bottom.

By the time of the 2008 financial crisis, 
subordination levels for the most senior AAA/
Aaa class had fallen to as low as 2 percent (no 
misprint). This meant that 98 percent of a 
collateral pool of unrated (and likely well be-
low-investment grade) mortgages could re-
ceive the highest rating (AAA/Aaa), which 
previously had been reserved for only a hand-
ful of corporations and countries. To restate 
that in starkest fashion: the rating on securi-
ties protected by the thinnest of collateral in 
housing rose to higher than S&P’s current 
(since 2011) rating of the full faith and credit 
of the U.S. government. Support had fallen 
from nearly 30 percent for lower-rated AA/
Aa2 securities 20 years earlier.

In for a penny, in for a pound: bankers 
even repackaged small slices of BBB and 

lower-rated tranches of existing residential 
mortgage-backed securities into hybrid secu-
rities called collateralized debt obligations. 
And as if by magic, the most senior tranches 
of these hybrids created from the cats and 
dogs lying around in the bankers’ basements 
were awarded AAA ratings. 

back to the sports analogy
To beat this incentive problem without re-
moving the profit motive from the equation, 
we propose the following approach.

1. Securities issuers may solicit any num-
ber of agencies to submit credit-support-level 
estimates of the collateral they would require 
to rate a security (as they do now).

2. The issuer must pay a modest “breakage 
fee” – i.e., a bid-preparation fee – for each  
estimate.

3. The issuer may select any group of agen-
cies to rate a deal and may choose to base the 
selection on the credit support levels required 
by the agencies – again, the same as the cur-
rent system. The breakage fees are a credit 
against the total rating fees.

4. If chosen to rate, the agency accepting 
the lowest quality backing for the security 
issue at the end of the evaluation process re-
ceives only the breakage fee instead of its full 
fee. By the same token, this agency would not 
receive any ongoing surveillance fees to main-
tain oversight of the mortgage pool. Possible 
alternatives to the restriction of payment to 
the agency are:

• Simply barring the agency with the lowest 
credit support from rating the issue.

• Taxing the fee of the most lenient agency 
at a punitive rate.

• Preventing the use of the most lenient 
agency’s rating for any regulatory purposes, 
such as the determinants of capital require-
ments for banks and other prudentially regu-
lated financial institutions.

t h e  r a c e  t o  t h e  b o t t o m
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5. If one agency is a major outlier it would 
be barred from rating the deal.

6. All final bids are kept confidential until 
the rating is made public, at which time all 
bids (winning and losing) are made public. 

The reduction in (or elimination of) pay-
ment to the bidder requiring the least credit 
backing creates an incentive not to undercut 
competitors. The issuer retains the choice 
over which agencies rate a deal. However, a 
ratings agency that demanded a lot of collat-
eral simply to avoid being the low bidder 
would run the risk of elimination for being 
too stringent to satisfy the issuer.

Our proposal would not entirely eliminate 
the possibility of what game theorists call 

“strategic” bidding behavior in which each 
ratings agency factors in what it expects other 

agencies to bid. But our approach would bal-
ance the incentive to make the dash for the 
bottom to get the deal.

Remember, too, that the rules would re-
quire all bids to be made public after the fact. 
This would reduce the incentive of the issuer 
to eliminate bidders demanding a lot of col-
lateral, since potential investors would have 
access to the cautionary bid information, 
anyway.

yes, but …
Our proposal would not satisfy the impulse 
to radically alter the current system, as many 
analysts wanted in the wake of the ratings 
agencies’ culpability in the financial crisis. 
But we think it would be a plus to achieve the 
goal of making ratings more reliable without 
starting over.

Our approach would be somewhat vulner-
able to cheating, either by collusion among 
ratings agencies or by issuers making secret 
side payments to influence the process. But 
there’s nothing new here. One would hope 
that a combination of regulatory oversight 
and standard financial auditing for public 
corporations – not to mention the threat of 
criminal and civil penalties – would suffice to 
minimize rule-breaking.

Another potential objection to our focus 
on changing incentives on credit-support 
bids is that collateral is only one dimension of 
a securities deal. That focus would give short 
shrift to other factors such as structure and 
legal provisions. This, however, seems to be a 
problem that is solving itself, since these other 
dimensions of securities are becoming stan-
dardized in the marketplace.

The application of our proposal could be 
problematic in cases in which one ratings 
agency made the most lenient bid for one 
tranche of a security offering and a higher 
level than competitors for another tranche. 

Our approach would balance 
the incentive to make the dash 
for the bottom to get the deal.

t h e  r a c e  t o  t h e  b o t t o m
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We would manage this concern by applying 
the rules on a class-by-class basis. In other 
words, a ratings agency that is not paid for a 
senior AAA rating on a senior tranche could 
still be compensated for a BBB rating on a ju-
nior tranche if met the criteria outlined 
above.

Another potential complication is that 
pools of mortgages can change characteristics 
during the rating process. To prevent endless 
rounds of bidding, we propose that only the 
firms that qualify in an initial round be al-
lowed to submit subsequent bids in the event 
of a change in the quality of the pool.

While we’ve focused here on residential-
mortgage securities, we believe our proposal 
would work well for other sorts of collateral-
ized securities. These other sectors have expe-
rienced some decline in rating standards that 
has been driven by the same sorts of compet-
itive pressure affecting the standards of resi-
dential mortgage-backed securities.

Note, however, that we don’t think that our 
reformed approach is needed for corporate 
bond ratings, as that sector has been subject 
to much less competition among ratings 
agencies and there is little evidence of a trend 
toward more lenient standards. Moreover, the 
opportunities for manipulating a corporate 
financial structure so as to achieve a better 
rating target are far fewer.

regulation with a light touch
The markets for fixed-income securities are 
largely institutional ones, with professional 
portfolio managers representing the bulk of 
the buyers. And as we suggested earlier, these 
professionals should have memories and thus 
be both inclined and able to give more stand-
ing to ratings agencies that have good track 
records. In turn, this should motivate the rat-
ings agencies to pay more attention to their 
reputations in the long term and to forswear 

the temptations to make easy money by cater-
ing to issuers’ desires for unduly favorable 
ratings.

But, to paraphrase a great economist writ-
ing in a very different context, in the long run, 
many of the principals will be dead – or at 
least no longer in the line of fire – when hard 
times arrive. And that applies to the afore-
mentioned portfolio managers as well as to 
the analysts responsible for deciding ratings 
criteria. Something more than the discipline 
of the free market is needed.

The “something more” mandated by the 
Dodd-Frank Act of 2010 was a substantial in-
crease in the Securities and Exchange Com-
mission’s regulation of the 10 largest 
credit-ratings agencies. By contrast, our pro-
posal would not involve any increase in direct 
regulation, but only a set of rules about how 
issuers select their ratings agencies.

The financial crisis undermined the credi-
bility of the best of the residential mortgage-
backed securities sector along with the worst. 
By no coincidence, the volume of such secu-
rities is less than 5 percent of its peak issuance 
rates, and other securitization sectors are also 
much smaller than before the financial crisis.

The benefits (in terms of the efficiency of 
capital markets) of having a much larger vol-
ume would almost certainly be substantial. 
But that can only happen if the private-label 
residential mortgage-backed securities sector 
regains the trust of big institutional investors 
like insurance companies and mutual funds. 
This could probably be achieved by imposing 
sufficiently tough direct regulation. 

However, in light of the 2016 election re-
sults, tougher regulation seems unlikely. In 
any event, we believe that it would be far bet-
ter to build self-regulating mechanisms into 
the market to do the job than to rely on falli-
ble regulators subject to myriad outside 
pressures.
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Policymakers and pundits alike have been raging against “short-termism” 
on the part of corporate managers for decades. The critique is well-known: 
pressured by Wall Street analysts and investors poised to exit at the drop 
of a disappointing quarterly number, CEOs inflate short-term results to the 
detriment of long-term performance. But there has been precious little 
hard evidence that a failure to think long term actually harms companies’ 
performance — and, more broadly, the performance of the American 
economy. That is, until now. 

McKinsey has filled this empirical gap 
with a systematic measurement of short- and 
long-termism at the level of individual com-
panies, placing them on what we call the Cor-
porate Horizon Index. The findings show that 
companies on the long-term end of the spec-
trum dramatically outperform those classi-
fied as short term. And it offers a basis for 
extrapolating the economy-wide costs of 
short-termism as measured by GDP and job 
creation lost.

This is only a first step. The McKinsey 
Global Institute intends to identify the firm 
characteristics – forms of ownership, industry 
and age differences, and the like – that lead 
firms to choose long or short planning hori-
zons. And we want to broaden the analysis to 
see whether short-termism is linked to secu-
lar stagnation, declining productivity growth 
and the rise of competitors from emerging 
markets.

the cart before the horse
Among the firms we identified as focused on 
the long term, average revenue and earnings 
growth were 47 percent and 36 percent higher, 

respectively, by 2014, and total return to 
shareholders was higher, too. The returns to 
society and the overall economy were equally 
impressive. By our measures, companies that 
were managed for the long term added nearly 
12,000 more jobs on average than their peers 
from 2001 to 2015.

We calculate that U.S. GDP over the past 
decade might well have grown by an addi-
tional $1 trillion if the whole economy had 
performed at the level of our sample of com-
panies that make the cut as long term, gener-
ating some five million additional jobs over 
this period. (In this extrapolation, of course, 
we must assume that the quality and quantity 
of labor needed would be available, and that 
the Federal Reserve would not take steps to 
restrain growth for fear of overheating the 
economy.)

An important message to emerge from our 
research is that, despite strong pressures to 
focus on the short term, it is possible to man-
age for the long term and reap considerable 
rewards. A small but significant 14 percent of 
our sample of companies did not start out as 
long-term strategists but shifted from a short- 
to a long-term mind-set over the course of 
the 15-year period that we measured.

short-termism is on the rise
We examined how a company at the median 
of our index in 1999 would perform in subse-
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quent years and discovered that the median 
score across our entire sample has become in-
creasingly short term over time. We detected 
a slight move away from short-termism in the 
years immediately preceding the financial cri-
sis, but the trend toward short-term thinking 
resumed during the crisis and has largely 
continued to increase since.

This finding is corroborated by indications 
contained in the McKinsey Quarterly survey 
panel of more than 1,000 C-suite executives 
and board members in late 2015 and early 
2016. A majority of respondents said that the 
pressure to generate strong financial results 
within two years was growing. In the two 
years since a similar survey was conducted, 
the share of respondents who reported such 
pressure rose from 79 percent to 87 percent. 
Those who felt the pressure most acutely over 
seven years or more dropped to zero, but 

those who felt the most pressure over a pe-
riod of less than six months increased from 
26 percent to 29 percent.

trillions of dollars of value  
creation at risk
Analysis of our Corporate Horizon Index 
suggests that firms taking a long-term ap-
proach outperform those with a short-term 
view across the board.

Long-Term Firms Exhibit Stronger 
Fundamentals

The long-term companies with the highest 
index scores significantly outperformed other 
companies on revenue growth, which rose by 
47 percent more on average for them through 
2014 than for short-term companies. The 
long-term group slightly trailed other com-
panies in the run-up to the financial crisis in 
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2008, but their revenue declined less during 
the crisis and subsequently increased more 
rapidly. From 2009 to 2014, the revenue of 
long-term companies grew at an average an-
nualized rate of 6.2 percent compared with 
5.5 percent for other firms.

These strong fundamentals enabled long-
term companies to weather the crisis better 
than others. Note, too, that over the entire 
sample period the revenue of long-term com-
panies was less volatile than that of other 
firms, with a standard deviation of average 
revenue growth of 5.6 percent compared with 
7.6 percent for others.

The same story plays out for earnings 
growth. The earnings of long-termers de-
clined less than those of other companies 
during the financial crisis, and rebounded 
much more quickly. By the end of the 14-year 
period, the earnings of long-term companies 
had cumulatively grown 36 percent more on 
average than those of other firms.

The outperformance of long-term compa-
nies is even more pronounced when mea-
sured in terms of economic profit, which 
incorporates the opportunity cost of a com-
pany’s invested capital to measure how effec-
tive firms are at using their capital to grow 
their businesses. On average, long-term com-
panies increased their economic profit by 81 
percent more than other firms. This indicates 
that the higher revenue and earnings exhib-
ited by long-term firms is no fluke, and that 
the value they created did not materialize 
overnight. Although long-term firms had 

higher average economic profit growth over 
the whole sample, the gap widened over time 
as long-term plans came to fruition.

Long-Term Companies Deliver Superior 
Financial Performance

The increased value delivered by long-term 
firms in terms of revenue, earnings and eco-
nomic profit translated into higher market 
capitalization. Strangely, long-term firms ex-
perienced larger declines in market capital-
ization than did other firms during the 
financial crisis, with peak-to-trough declines 
of 38 percent compared with 34 percent for 
others. However, after the crisis, the market 

caps of long-term firms increased by two per-
centage points more per year on average than 
did those of other firms, delivering an addi-
tional $7 billion of market capitalization 
from 2001 to 2014.

If all other firms had appreciated at the 
same rate as long-term firms, U.S. public eq-
uity markets could have added more than $1 
trillion in market value from 2001 to 2014, in-
creasing total U.S. market capitalization by 
roughly 4 percent. This may not seem like 
much. Yet, among other things, it would have 
been sufficient to eliminate a substantial por-
tion of the total funding gap for public pen-
sion plans that are among the largest 
shareholders of these companies. 

Long-term firms also delivered greater 
total returns to shareholders. Over the sam-
ple period, they were approximately 50 per-
cent more likely to be in the top decile and 
top quartile for total shareholder returns in 
their industries than were other companies, 

If all other firms had appreciated at the same rate as long-term firms, 
U.S. public equity markets could have added more than $1 trillion in  
market value from 2001 to 2014.

s h o r t - t e r m i s m
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The Corporate Horizon Index
The Corporate Horizon Index for the United States was developed by the McKinsey Global 
Institute, McKinsey’s Strategy & Corporate Finance practice and FCLT Global.

The data were drawn from 615 non-finance companies that had reported continuous results 
from 2001 to 2015 and whose market capitalization in that period had exceeded $5 billion in at 
least one year. The sample collectively accounts for between 60 and 65 percent of U.S. public 
market capitalization (excluding financial companies). This choice was motivated by a desire to 
focus on companies large enough to feel the potential short-term pressures exerted by share-
holders, boards, activists and others.

We identified a set of long-term companies – those with index scores above their industry 
median for at least 12 of 15 sample years, or that clearly switched from being short term in the 
first half of the sample to being long term in the second half. The idea was to capture both 
companies that always exhibited a long-term outlook and those that experienced the “natural 
experiment” of changing their outlook during the period. By these criteria, 27 percent of the 
sample was classified as long term.

The unweighted index is based on five variables, using data from McKinsey’s Corporate 
Performance Analytics database. Each variable corresponds to a hypothesis for how long-term 
companies behave differently from short-term ones and how these differences might manifest 
in financial data when companies are compared with industry peers. We hypothesize that long-
term-oriented companies will differ primarily in:

• investment rates, with long-term firms investing more – and more consistently.
• the quality of their earnings, with long-term firms relying less on accruals and accounting 

methods to boost reported earnings.
• relying on revenue growth instead of cost reduction to increase profits, with long-term firms 

less likely to have many consecutive years of increasing margins.
• earnings management, with long-term firms less likely to manage quarterly earnings to 

meet analysts’ consensus estimates.
• reliance on financial engineering, with long-term firms less likely to use share repurchases 

and other non-operating methods to increase earnings per share.
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and approximately 10 percent less likely to 
have total shareholder returns below their in-
dustries’ medians. Long-term companies (27 
percent of the total sample) captured 44 per-
cent of the growth in total returns to share-
holders from 2001 to 2014.

In the industry groups that delivered 
above-average shareholder returns during 
this 14-year period, long-term companies 
captured an even greater share of the total re-
turns (47 percent) while accounting for only 
26 percent of the sample group. Even in indus-
tries with below-average shareholder returns, 
long-term companies captured a greater per-
centage of the total returns than would be ex-
pected given their share of the sample.

Long-Term Companies Continue to Invest 
in Difficult Times

The ability of the long-term companies to de-
liver higher and more consistent revenue 
growth and higher earnings relative to other 
firms even during the financial crisis suggests 
that these companies maintained consistent 
and sustainable sources of growth – key goals 
of long-term planning. For example, long-
term companies invested significantly more in 
R&D on average than other companies over 
the 14 years. This trend was particularly pro-
nounced during the financial crisis, when 
long-term companies continued to invest 
while others cut spending. Between 2007 and 
2014, R&D spending by long-term companies 
grew at an annualized rate of 8.5 percent, com-
pared with 3.7 percent by other companies. Be-
cause long-term companies continued to 
invest in future growth despite difficult eco-
nomic conditions, they were rewarded.

Long-Term Companies Add More to 
Economic Output and Growth

Long-term companies that captured large 

shares of U.S. corporate growth and delivered 
outsized returns to shareholders also hired 
millions of workers to fuel their growth. 
Across the sample period, long-term compa-
nies had cumulatively created nearly 12,000 
more jobs on average than other companies. 
Extrapolating from this difference, corporate 
America would have added roughly 5 million 
more jobs from 2001 to 2015 if the entire 
market had been long term.

Based on these estimates of job creation, 
more than $1 trillion of potential value could 
have been produced if all U.S. publicly listed 
companies had taken a long-term stance over 
the past decade. If we assume that the rates of 
job creation observed from 2001 to 2015 were 
to continue over the next decade, the average 
differential would grow to about 25,000 jobs by 
2025. That implies additional GDP of $2.7 tril-
lion (in 2015 dollars), or $350 billion a year, by 
2025, if all companies were to match the per-
formance of long-term firms over this period.

combating short-termism
Companies have been asking themselves what 
they can do to overcome excessive short-
termism in the way they operate for many 
years now. In late 2014, McKinsey, together 
with the Aspen Institute Business & Society 
Program, explored options with a group of 
CFOs from publicly listed companies and 

“intrinsic” investors – sophisticated long-term 
institutional investors with long holding peri-
ods and concentrated portfolios. One over-
riding message emerged: CEOs, CFOs and 
corporate boards should be doing everything 
they can to attract and retain intrinsic inves-
tors in order to counteract pressure to adopt 
short-term thinking and strategies and sup-
port long-term value creation.

During these conversations, four ap-
proaches appeared to resonate the most with 
intrinsic investors:

s h o r t - t e r m i s m
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Pursue long-term value even at the ex-
pense of short-term earnings. When asked to 
react to hypothetical trade-offs between 
short-term earnings and long-term value cre-
ation, past McKinsey surveys have found that 
only half of companies would make an un-
ambiguously long-term decision when con-
fronted with a major strategic challenge. In 

contrast, intrinsic investors overwhelmingly 
favor decisions that lead to long-term value 
creation. When faced with an unfavorable 
currency shift with no future strategic ramifi-
cations for the company, 19 of the 24 intrin-
sic investors said they would be neutral if the 
company took no action and simply reported 
lower profits. But nearly two-thirds said they 
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would take a negative view of an order for 
across-the-board cost reductions.

Intrinsic investors apparently realize that 
companies can’t predict exchange rates and 
don’t want companies to take arbitrary cost-
cutting actions simply to meet earnings ex-
pectations. We then asked, assuming exchange 
rates stayed the same, whether the company 
should accelerate cost-cutting in the follow-
ing year to keep its earnings rising, even if 
long-term revenues could be negatively af-
fected. Twenty-one out of 23 intrinsic inves-
tors viewed this negatively. In subsequent 
interviews, some investors said that this could 
lead to a downward spiral in which reduced 
investment on marketing and sales, for in-
stance, lowered revenue growth and then, in a 
vicious circle, to further cuts in spending on 
marketing and sales expenditures to prevent 
short-term earnings from declining.

We also tested reactions among intrinsic 

investors to a new CEO’s decision to continue 
operating a legacy unit despite the fact that it 
was losing money and had no prospect of 
being profitable. Seventeen out of 24 of the 
investors from our panel viewed the option of 
sustaining such a unit negatively, while 20 
were neutral or positive about the company 
shutting it down despite the one-time hit to 
earnings. Most favored an attempt to divest 
the unit in the CEO’s first year on the job.

Take charge of investor communications. 
The intrinsic investors on our panel said that 
they favored companies with executive teams 
that confidently choose how, what and when 
to communicate about their business. Inves-
tors said they wanted to be educated so that 
they understand the company they backed 
with their money. The information they seek 
included the company’s competitive advan-
tages and how its strategy builds on those ad-
vantages, the external and competitive forces 
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a company faces, and what concrete measures 
the company is taking to realize its aspirations.

Intrinsic investors also want to know how 
a CEO makes decisions, whether the compa-
ny’s approach is aligned with long-term value 
creation, and whether the whole management 
team is aligned around strategy. All but one of 
the 24 intrinsic investors on our panel rated 
management credibility as one of the most 

important factors they consider in making in-
vestments – and part of that credibility is 
openness even when things aren’t going well.

Stand up to artificial moves to meet earn-
ings targets. A number of studies have shown 
that it is common for companies to defer in-
vestments to meet short-term earnings tar-
gets by, for instance, reducing discretionary 
spending on value-creating activities such as 
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marketing and R&D. One study found that 
nearly two-fifths of CFOs would give dis-
counts to customers to make purchases this 
quarter rather than the next. Intrinsic inves-
tors reject the premise that companies need 
to do whatever it takes to meet the consensus 
numbers when they report quarterly earnings. 
Only three of the 24 investors on our panel 
thought it was important for companies to 
consistently meet or beat consensus estimates 
for revenue or earnings. Most said that they 
were satisfied with a company sometimes 

beating estimates and sometimes missing, as 
long as the company was making progress to-
ward its long-term goals.

That’s consistent with previous McKinsey 
findings that more than 40 percent of compa-
nies missing their consensus earnings esti-
mates nonetheless experience rises in their 
share prices. Moreover, intrinsic investors ap-
pear generally to oppose the issue of earnings 
guidance, especially on a quarterly basis. Only 
five of the 24 on our panel said that they would 
regard a company announcement that it in-
tended to discontinue earnings guidance in a 
year’s time as a yellow flag. In the words of one: 

“Long-term investors don’t need a lot of de-
tailed guidance about quarterly numbers. 
They need clarity, consistency and transpar-
ency from managers in communicating strate-
gic priorities and their long-term expectations.”

Rethink quarterly calls. Only four of the 24 
on our panel said that they thought quarterly 
earnings calls were an important part of their 
engagement. But 19 said they valued one-on-
one meetings and less frequent (though more 

long-term in focus) investor days or strategy 
conferences.

The main criticisms of quarterly calls were 
not the practice itself but the way they are 
conducted – overly scripted and subject to 
poor questioning. Other investors said that 
they found quarterly calls most helpful when 
they reminded investors of the company’s 
long-term strategy and goals before diving 
into the short-term results. Fifteen out of 25 
long-term investors said they would favor in-
vestors or analysts submitting questions in 
advance in order to enable companies to give 

prominence to the questions asked most fre-
quently and those that were most relevant to 
interpreting quarterly results as indicators of 
long-term performance.

*  *  *
The Corporate Horizon Index discussed 

here is based on U.S. data and is only the start 
of MGI’s ongoing efforts to develop its un-
derstanding of this issue. However, even on 
the basis of the analysis thus far, it is becom-
ing clear that companies deliver superior re-
sults when executives manage to create 
long-term value and resist pressure from 
short-term investors. We have seen large 
global companies succeed by taking a reso-
lutely long-term view, yet we still find that 
short-termism is rising to the detriment of 
corporate performance, jobs and economic 
growth. Given the new evidence presented in 
the Corporate Horizon Index, all executives 
should reexamine their approaches – and talk 
openly to the long-term investors who sus-
tain their businesses to explore ways of 
improving their relationships.

Companies deliver superior results when executives manage to create 
long-term value and resist pressure from short-term investors.

s h o r t - t e r m i s m



67Third Quarter  2017 

b o o k  e x c e r p t 

ex
ce

rp
te

d 
fr

om
 a

da
pt

iv
e 

m
ar

ke
ts

: f
in

an
ci

al
 e

vo
lu

ti
on

 a
t t

he
 sp

ee
d 

of
 th

ou
gh

t, 
by

 a
nd

re
w

 w
. l

o.
 ©

 2
01

7 
by

 p
ri

nc
et

on
 u

ni
ve

rs
it

y 
pr

es
s. 

re
pr

in
te

d 
by

 p
er

m
is

si
on

. 

Ai l l u s t r at i o n s  
b y  g a r y  n e i l l

Adaptive Markets
Financial Evolution at the Speed of Thought

Andrew Lo, the author of Adaptive Markets: 

Financial Evolution at the Speed of Thought, 

is a genuine superstar of contemporary eco-

nomics. The MIT Sloan School of Management professor (and senior fellow at the 

Milken Institute) is best known for his research in financial economics – much of which 

he puts to very practical use as the chief investment strate-

gist of AlphaSimplex Group, a techie investment manage-

ment company in Cambridge, Massachusetts. But success-

ful quants are a billion dollars a dozen these days. What 

really separates him from the pack is a restless mind that is 

innovating in diverse fields ranging from risk management 

in pharmaceutical regulation to the application of neurosci-

ence to economics. ¶ Check that: what really, really distin-

guishes Andrew Lo as a public intellectual is his capacity to explain uber-geeky ideas in 

ways that are almost as entertaining as they are enlightening. In this excerpt from his 

new book he offers a fascinating history of the tensions between math-driven utilitarian 

economic theory and the psychological modeling approach of Nobelist Herbert Simon 

– and then goes on to create a synthesis through the application of evolutionary biology. 

Sound too geeky for you? Read on: you’ll change your mind.� — Peter Passell
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Economists call this form of behavior a 
bank run, and when many banks are involved, 
we call it a banking panic. However, if an alien 
biologist with no experience of Homo sapiens 
were to see this behavior, s/he/it would be 
hard-pressed to distinguish the crowd of hu-
mans from a flock of geese or a herd of ga-
zelle. Qualitatively, they’re engaging in the 
same behavior. Both are adaptations to envi-
ronmental pressures, products of natural se-
lection. In fact, economists have unconsciously 
realized the biological nature of these behav-
iors when they describe them as “runs” and 

“panics.”
From the biological perspective, the limi-

tations of Homo economicus are now obvious. 
Neuroscience and evolutionary biology con-
firm that rational expectations and the effi-
cient markets hypothesis capture only a 
portion of the full range of human behavior. 
That portion isn’t small or unimportant. In 
fact, investors would be wise to adopt the ef-
ficient markets hypothesis as the starting 
point of any business decision. Before launch-
ing a venture, asking why your particular idea 
should succeed, and why someone else hasn’t 
already done it, is a valuable discipline that 
can save you a lot of time and money. 

But the efficient markets hypothesis can 
only do so much. After all, successful ventures 
do get launched all the time, so markets can’t 
really be perfectly efficient, can they? Other-
wise someone else would have already 

brought the same idea to the market. That’s 
the counterintuitive nature of the efficient 
markets hypothesis. In fact, there are eco-
nomic theories that prove markets can’t pos-
sibly be efficient: if they were, no one would 
have any reason to trade on their information 

– in which case markets would quickly disap-
pear because of lack of interest.

WWe’ve all seen the photos: crowds congregating outside distressed 
banks, hoping to withdraw their savings before the bank collapses. 
Sometimes the crowd is in Greece; sometimes it’s in Argentina. In 
older black-and-white photos, the crowd might be in Germany or the 
United States. The crowd might be orderly. At other times, however,  
it will be on the knife edge of violence.
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So it’s easy to poke holes in the efficient 
markets hypothesis. But it takes a theory to 
beat a theory, and the behavioral finance liter-
ature hasn’t yet offered a clear alternative that 
does better. We’ve also explored aspects of 
psychology, neuroscience, evolutionary biol-
ogy and artificial intelligence, but while each 
field is of critical importance to understand-
ing market behavior, none of them offers a 
complete solution. If we want to find an alter-
native, we’re going to have to look elsewhere.

In 1947, the seeds of an alternate theory 
were planted by an unassuming graduate stu-
dent working on a topic that most econo-
mists would have dismissed as irrelevant to 
their field. These ideas were eventually pushed 
out of the economic mainstream by true be-
lievers in market rationality. In that year, Her-

bert Simon published his PhD thesis, 
“Administrative Behavior.” It appeared, ironi-
cally enough, the same year as Paul Samuel-
son’s PhD thesis, “Foundations of Economic 
Analysis.” “Administrative Behavior” was a re-
markably underwhelming title for a classic 
that would become the Magna Carta of the 
field of organizational behavior and, like 

“Foundations,” is still in print today.

simon says satisfice
Herbert Alexander Simon was an outsider to 
economics; his primary background wasn’t in 
mathematics or physics, but in what we 
would today call management science. Simon 
received his PhD in political science at the 
University of Chicago (which, incidentally, he 
completed by mail).
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His doctoral work examined the real-
world decision-making processes of business 
executives, from which Simon distilled prin-
ciples of personnel management, compensa-
tion structures, and corporate strategy. It 
reads like an incredibly detailed management 
consulting primer – because that’s exactly 
what it is, and Simon’s ideas transformed that 
field.

Simon grappled with the concept of eco-
nomic rationality from the beginning of his 
career. He compared “administrative man,” 
who pursued organizational goals with lim-
ited resources, to “economic man,” our friend 
Homo economicus of classical economics. 

Both types behaved rationally, Simon claimed. 
But the administrative man was limited by his 
skills, values and knowledge, leading to differ-
ences in behavior from the perfectly rational 
economic being. All else being equal, Simon 
concluded, one individual might make a dif-
ferent decision from another simply due to 
differences in what information they have at 
hand.

In 1949, Simon was hired by the Carnegie 
Institute of Technology in Pittsburgh (now 
Carnegie Mellon University) to head the De-
partment of Industrial Administration in its 
new Graduate School of Industrial Adminis-
tration (GSIA). With a generous endowment, 
the GSIA hired an abundance of gifted econ-
omists to fill its ranks. GSIA’s focus was strik-
ingly different from the other business 
schools of its time. Its administrators intro-

duced the techniques of management science 
and operations research that had developed 
during the Second World War into an aca-
demic business school environment – and 
they wanted Simon to teach his theories of 

“administrative man” alongside the classical 
theories of “economic man.”

Simon was not hostile to mathematical 
economics, nor to the idea that human be-
havior could be quantified. In fact, he learned 
advanced mathematical methods precisely so 
that he could work toward the “hardening” of 
the social sciences. Even so, the GSIA was to 
become a battlefield between these two op-
posing viewpoints.

Simon became convinced that the model 
of perfect human rationality called for by 
Cold War game theory and neoclassical eco-
nomics was badly misguided. Economics as-
sumed what Simon called “the global 
rationality of economic man,” and neglected 
to study the process of human decision-mak-
ing. Simon declared that individuals were 
mentally incapable of the kind of optimiza-
tion that Homo economicus requires to func-
tion. “If we examine closely the ‘classical’ 
concepts of rationality,” Simon wrote, “we see 
immediately what severe demands they make 
upon the choosing organism.” The vast num-
ber of possible choices, even in very limited 
situations, would quickly overwhelm any pure 
optimization strategy of Homo economicus.

Simon was a talented amateur chess player, 
and so he naturally turned to the chessboard 

When individuals make decisions, we calculate toward the best solution 
until we reach a breakeven point, where any additional benefits from the 
calculation are balanced by the cost of getting there. Simon coined the 
term satisficing  to refer to this behavior. 
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for an example. Chess is a game of pure ratio-
nality. Any chess position can be objectively 
classified as a win, a loss or a draw, assuming 
perfectly optimal play. However, Simon cal-
culated that in order to optimize his position, 
a perfectly rational player would need to ex-
amine a trillion trillion variations in a typical 
16-move sequence – far more than any human 
brain could possibly manage. Simon com-
pared this enormous number to his experi-
ence as a mid-rated chess player. When he 
examined his play subjectively, he only con-
sciously considered about a hundred lines of 
play at a time.

It was obvious to Simon that humans had 
some practical means of paring down this 
vast explosion of possible combinations on 
the chessboard. Instead of solving complex 
mathematical optimization problems in their 
head unconsciously, which Simon viewed as 
physiologically impossible, humans must 
have developed simpler rules of thumb that 
weren’t necessarily optimal, but good enough. 
Simon called these rules of thumb “heuristics,” 
an older word that he popularized.

Simon had the seeds of an alternate theory 
of economic behavior in mind. He assumed 
that every time an individual made an eco-
nomic calculation toward a decision, it ex-
acted a cost on the individual, which could be 
expressed monetarily. (Think about the wear 
and tear it takes to do our taxes, and why 
we’re often willing to pay someone else to do 
them for us.) 

When individuals make decisions, we cal-
culate toward the best solution until we reach 
a breakeven point, where any additional ben-
efits from the calculation are balanced by the 
cost of getting there. Simon coined the term 
satisficing (a mix of “satisfy” and “suffice”) to 
refer to this behavior. Individuals didn’t opti-
mize – they satisficed, making decisions that 
weren’t always optimal, but were good 

enough. Simon called this theory “bounded 
rationality.”

Here’s a personal example of satisficing: 
every morning, I have to decide what to wear. 
This is mathematically non-trivial because 
the size of a typical wardrobe leads to a huge 
number of possible outfits. For instance, my 
closet currently contains 10 shirts, 10 pairs of 
pants, five jackets, 20 ties, four belts, 10 pairs 
of socks, and four pairs of shoes. This may 
seem like a rather limited selection, but a sim-
ple calculation shows that my closet contains 
2,016,000 unique outfits!

Of course, not all these combinations are 
equally compelling from a fashion perspec-
tive, so I have some thinking to do. If it takes 
me one second to evaluate each outfit (a gross 
underestimate in my case), how long will it 
take me to get dressed in the morning? The 
answer is 23.3 days, assuming I spend 24 
hours a day on this optimization problem.

I can assure you that I’ve never spent 23.3 
days getting dressed. So either I have an in-
credible optimization engine in my head or, 
as Simon proposed, I don’t optimize at all. In 
fact, I use a variety of heuristics to balance the 
cost of evaluating different combinations of 
clothing against the desire to get to work on 
time. In other words, I satisfice.

Here’s how. All five jackets I own come 
with matching pants because they correspond 
to business suits, so these jackets and five out 
of the 10 pairs of pants really only amount to 
five outfits, not 25. But this itself is a heuristic. 
Nothing restricts me from wearing my dark 
gray pinstriped jacket with the pants from my 
plain blue suit other than convention and 
peer pressure. In the same way, there’s a limit 
to how much time and energy I want to de-
vote to getting dressed in the morning, which 
imposes a bound on the rationality of my 
choice of outfits. If I did spend 23.3 days get-
ting dressed, I might very well choose an even 
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more satisfying outfit than the ones I typically 
wear, but I also might get fired from my job. 
The choice of clothes I settle on each day may 
not be optimal, but it’s good enough.

Simon proposed his theory of bounded 
rationality in 1952, or as he originally called 
it, “A Behavioral Theory of Rational Choice.” 
He believed he had made a breakthrough in 
the study of the decision-making process, but 
Simon’s fellow economists, even in his own 
department, were openly skeptical about 
bounded rationality’s usefulness. Simon re-
called those years with some heat in his auto-
biography, over 30 years later. 

Although I had never thought I lacked sym-
pathy with mathematical approaches to the 
social sciences, I soon found myself frequently 
in a minority position when I took stands 
against what I regarded as excessive formalism 
and shallow mathematical pyrotechnics. The 
situation became worse as a strict neoclassical 
orthodoxy began to gain ascendancy among 
the economists.

Unfortunately for Simon, the GSIA was 
quickly becoming a center of strict neoclassi-
cal orthodoxy. Simon was always argumenta-
tive, and this new development made him a 
polarizing figure. In 1970, after many depart-
mental battles, Simon moved his office and 
his affiliation to the department of psychol-
ogy – an enormous academic leap – while re-
maining influential in university affairs 
outside the business school. 

During his long career at Carnegie Mellon, 
Simon made important advances in psychol-
ogy, operations research and computer sci-
ence. But his impact on GSIA and the 
economics profession has been less than his 

followers, including me, had hoped, despite 
his being awarded the Nobel Prize in eco-
nomics in 1978 for his body of work on  
organizations, decision-making and bounded 
rationality.

Why didn’t bounded rationality catch on? 
Economists dismissed Simon’s theory be-
cause of a simple but seemingly devastating 
critique. How can someone know a decision 
is “good enough” if they don’t already know 
the optimal answer? Calculating a solution 
that’s “good enough” implicitly assumes that 
individuals already know the best-case solu-
tion. Otherwise, how would they know what 
additional benefits they might get from doing 
further optimization?

Imagine getting dressed in the morning 
before an important job interview. How do 
you know when a particular outfit is good 
enough if you don’t know what your very best 
outfit is? What if wearing the best outfit 
would clinch the interview, but anything less 
would cost you the position? This may sound 
contrived, but it’s not so far-fetched if you 
happen to be an aspiring Hollywood actor in-
terviewing for the role of a lifetime. 

The only way to determine what’s really 
“good enough” is to figure out the optimal de-
cision and then compare it to the one you’re 
considering. But once you’ve paid the cost of 
figuring out the optimal decision, shouldn’t 
you simply go with that optimal decision 
rather than one that is only good enough? As 
Simon’s economist critics asked, doesn’t satis-
ficing require optimizing?

This objection frustrated Simon. He be-
lieved that the cutoff point for satisficing 

If I did spend 23.3 days getting dressed, I might very well choose an 
even more satisfying outfit than the ones I typically wear, but I also 
might get fired from my job. 
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should be determined empirically, through 
psychological research. However, what the 
field of economics lost by rejecting Simon’s 
ideas, another field gained. Simon reused his 
ideas about bounded rationality, satisficing 
and heuristics in his artificial intelligence re-
search, where they didn’t challenge the status 
quo. Rather, they became part of the founda-
tion of that new field.

the superman jacket
Simon’s critics dominated discussions in eco-

nomics about satisficing for decades. Satisfic-
ing was rarely mentioned, and when it was, it 
was brought up as yet another failed theory 
against the reigning orthodoxy of the efficient 
markets hypothesis.

In 2012, however, Tom Brennan and I came 
up with what we considered a compelling re-
sponse to Simon’s critics. How do you know 
when in the satisficing process to stop opti-
mizing – when you’ve reached a decision that’s 
good enough? Our answer is this: you don’t. 
You develop rules of thumb by trial and error. 
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You usually don’t know whether a decision is 
truly optimal. Over time, however, you experi-
ence positive and negative feedback from your 
decisions, and you alter your decisions in re-
sponse to this feedback. In other words, you 
learn and adapt to the current environment. 
Our ability to learn from experience and to 
adapt our behavior in light of new circum-
stances is one of the most powerful traits of 
Homo sapiens and is the main mechanism that 
can transform us over time and through expe-
rience into Homo economicus, at least while 
the environment is stable.

Learning is a form of conceptual evolution. 
We begin learning a new behavior using a 
heuristic – our rule of thumb – that may be 
very far from optimal. If we receive negative 
feedback from applying that heuristic, we 
change it. We don’t even have to do this con-
sciously. We reproduce the original behavior, 
but make a variation on it. If this change 
yields positive feedback, we keep using the 
new heuristic; if the feedback is still negative, 
we change it again. Over time, and after a suf-
ficient number of tries, even the clumsiest 
process of trial and error can lead to an effi-
cient heuristic, just as natural selection after 
millions of generations eventually produced 
the great white shark.

However, there’s a very important differ-
ence between biological evolution and human 
learning: our heuristics can evolve at the 
speed of thought. This is key to the success of 
Homo sapiens as a species. We don’t require 
millions of years to evolve a better mousetrap; 
we can think of new variations of a mouse-
trap every day, even many times a day. We can 
then build prototypes of the most promising 
designs, test them out one after the other, get 
feedback from design teams and focus groups, 
revise our mental mousetrap model accord-
ingly and, within a few months, we’ll have a 
remarkably effective product. The ability to 

engage in abstract thought, to imagine coun-
terfactual situations, to come up with new 
heuristics individually and collaboratively, 
and to predict the consequences, is uniquely 
human. 

When Simon first proposed satisficing six 
decades ago, his colleagues thought it was silly 
and naïve. With the benefit of our current un-
derstanding of the cognitive neurosciences 
and evolutionary biology, it’s clear that, when 
combined with evolutionary dynamics, 
bounded rationality is a more accurate depic-
tion of human behavior than optimizing ra-
tionality. However, bounded rationality and 
optimization are closely related. While our 
limited brains may not always allow us to 
compute the optimal decision in every cir-
cumstance, we might eventually get there, 
after enough failed attempts and appropriate 
feedback.

The importance of feedback in learning is 
obvious. It’s the reason emotion plays such a 
critical role in rationality. Emotion is the pri-
mary feedback mechanism that causes us to 
update our heuristics. Love, hate, sympathy, 
jealousy, anger, anxiety, joy, grief and embar-
rassment all serve useful purposes in telling 
us something about our environment and 
how we may wish to alter our behavior. Here’s 
an example from my own repertoire of heu-
ristics, one that bears directly on my heuristic 
for getting dressed in the morning.

When I was six years old, some clever mar-
keting professional figured out that if you 
sewed a Superman emblem on a denim jacket, 
every kid would want one. Superman was the 
superhero of the day, and the television show 
starring George Reeves was a huge hit. It 
didn’t take a lot to convince me that I had to 
have this jacket; in fact, my very existence de-
pended on it.

Convincing my mother was a different 
matter. Managing a single-parent household 
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with three children didn’t allow for many lux-
uries. So I did what any self-respecting six-
year-old would do: I nagged my mother 
incessantly until she finally relented out of 
sheer mental exhaustion. I still remember the 
day we went to buy the jacket. It was a Friday 
evening. After she got home from working 
overtime, dead tired and hungry, she fixed a 
light supper for us and then we walked the 
half mile to the Alexander’s department store 
on Queens Boulevard. I was so thrilled with 

this jacket that, once I put it on that evening, 
I refused to take it off for the entire weekend 
– except when I took a bath, and even then 
only under protest.

I was so excited about wearing this jacket 
to school that I got up especially early Mon-
day morning and paraded in front of the mir-
ror. I spent so much time doing this that I was 
15 minutes late for school. That meant going 
first to the principal’s office to explain my tar-
diness, getting a note from the attendance 
monitor, and then going to class where I had 
to present this note to my teacher before I 
could take my seat. I walked into my class-
room, interrupting my teacher’s morning an-
nouncements, placed the note apologetically 
on her desk, and then slinked to my seat while 
everyone’s eyes were boring into me.

This was the first time I had been late in 
my young academic career, and I was abso-
lutely mortified by the experience – which is 
obvious given that, decades later, I still re-
member vividly every painful detail of that 
morning. From that day forward, it never 

took me more than five minutes to get dressed 
for school. That experience forever changed 
my heuristic for getting dressed in the morn-
ing. I didn’t optimize, I satisficed.

This heuristic worked well enough for me 
until college. One day, I showed up for after-
noon tea with a seminar speaker wearing 
sneakers and jeans, and realized that every-
one else was dressed in business attire – an-
other mortifying experience that led me to 
alter my heuristic yet again. I can’t say that my 

fashion sense is now fully optimal, but it has 
definitely become more refined and complex 
through these various experiences. My heu-
ristic has evolved, thanks to the negative and 
(occasionally) positive feedback I’ve received 
over the years. Wearing a suit and tie to teach 
my MBA classes is considered good form; 
wearing a suit and tie to a research meeting 
with academic colleagues is considered pre-
tentious and self-important.

Of course, someone in a different line of 
work might very well develop a completely 
different heuristic for the same task. For ex-
ample, I suspect that Brad Pitt spends far 
more time getting dressed each morning than 
I do, since a serious fashion misstep could 
bring damaging negative publicity. His envi-
ronment has shaped his heuristics in a com-
pletely different way than my environment 
has shaped mine.

Our environment and our life history ac-
tively and continually shape our behavior. We 
can give new life to Simon’s theory of 
bounded rationality by modeling this adap-

There’s a very important difference between biological evolution  
and human learning: our heuristics can evolve at the speed of thought. 
This is key to the success of Homo sapiens as a species.



76 The Milken Institute Review

tive process. Not only can we rebut Simon’s 
critics easily, we also arrive at a new explana-
tion for the contradictions and paradoxes dis-
covered in the battle between the rationalists 
and the behavioralists. I call this new expla-
nation the “adaptive markets hypothesis.”

the adaptive markets hypothesis
Although the efficient markets hypothesis has 
been the dominant theory of financial mar-
kets for decades, it’s clear that individuals 
aren’t always rational. We shouldn’t be sur-
prised, then, that markets aren’t always effi-
cient, because Homo sapiens isn’t Homo 
economicus. We’re neither entirely rational nor 
entirely irrational, hence neither the rational-
ists nor the behavioralists are completely con-
vincing. We need a new narrative for how 
markets work and now have enough pieces of 
the puzzle to start putting it all together.

We begin with this simple acknowledg-

ment: market inefficiencies do exist. When ex-
amined together, these inefficiencies and the 
behavioral biases that create them are impor-
tant clues to how that complicated neurologi-
cal system, the human brain, makes financial 
decisions. We’ve seen how biofeedback mea-
surements can be used to study behavior, and 
thanks to new technological developments 
like magnetic resonance imaging, we can now 
actually watch how the human brain func-
tions in real time as we make these decisions. 
However, “neuro-economics” is only one layer 
of the onion. We know that human behavior, 
both the rational and the seemingly irrational, 
is produced by multiple interacting compo-
nents in the human brain, and we now have a 
deeper understanding of how those compo-
nents work.

To the skeptic, this explanation might 
seem like sweeping the details of financial 
economics under the behavioral carpet of 

We aren’t rational actors with a few quirks in our behavior; instead, 
our brains are collections of quirks. We’re not a system with bugs; 
we’re a system of bugs.
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neurophysiology and evolutionary biology. 
For example, neuroscience can tell us why 
people with dopamine dysregulation syn-
drome become addicted to gambling, but it 
doesn’t explain anything about the larger pic-
ture of financial decision-making. And al-
though the work of Antonio Damasio and his 
collaborators has given us a much deeper un-
derstanding of what we mean by rational be-
havior, economists believe they already have 
an excellent theory of economic rationality: 
expected utility theory.

To this sort of skeptic, the peculiar behav-
iors described in these neuroscientific case 
studies are really just “bugs” in the basic pro-
gram of economic rationality. It’s interesting 
to know what the typical bugs are, but they’re 
a sideshow to the main event, the exceptions 
that prove the rule.

This is the point where we turn the stan-
dard economic view on its head. We aren’t ra-
tional actors with a few quirks in our behavior; 
instead, our brains are collections of quirks. 
We’re not a system with bugs; we’re a system 
of bugs. Working together, under certain con-
ditions, these quirks often produce behavior 
that an economist would call “rational.” But 

under other conditions, they produce behav-
iors that an economist would consider wildly 
irrational. These quirks aren’t accidental, ad 
hoc, or unsystematic; they’re the products of 
brain structures whose main purpose isn’t 
economic rationality, but survival. Our neu-
roanatomy has been shaped by the long pro-
cess of evolution, changing only slowly over 
millions of generations. 

Our behaviors are shaped by our brains. 
Some of our behaviors are evolutionarily old 
and very powerful. The raw forces of natural 
selection, reproductive success or failure – in 
other words, life or death – have engraved 
those behaviors into our very DNA. For ex-
ample, our fear response, controlled by the 
amygdala, is hundreds of millions of years 
old. Our primitive animal ancestors who 
didn’t respond to danger quickly enough 
through “the gift of fear” passed fewer of their 
genes on average to their descendants. Over 
millions of generations, the selective pressure 
of life-or-death worked through our ances-
tors’ genes to create the human brain that 
produces our behavior.

Natural selection, the primary driver of 
evolution, gave us abstract thought, language 
and the memory-prediction framework – 
new adaptations in human beings that were 
critically important for our evolutionary suc-
cess. These adaptations have endowed us with 
the power to change our behavior within a 
single life span, in response to immediate en-
vironmental challenges and the anticipation 
of new challenges in the future.

Natural selection also gave us heuristics, 
cognitive shortcuts, behavioral biases and 
other conscious and unconscious rules of 
thumb – the adaptations that we make at the 
speed of thought. Natural selection isn’t inter-
ested in exact solutions and optimal behavior, 
features of Homo economicus. Natural selec-
tion only cares about differential reproduction 
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and elimination; in other words, life or death. 
Our behavioral adaptations reflect this cold 
logic. However, evolution at the speed of 
thought is far more efficient and powerful 
than evolution at the speed of biological re-
production, which unfolds one generation at 
a time. Evolution at the speed of thought has 
allowed us to adapt our brain functions 
across time and under myriad circumstances 
to generate behaviors that have greatly im-
proved our chances for survival.

This is the gist of the adaptive markets hy-
pothesis. The basic idea can be summarized 
in just five principles:

• We are neither always rational nor irra-
tional, but we are biological entities whose 
features and behaviors are shaped by the 
forces of evolution.

• We display behavioral biases and make 
apparently suboptimal decisions, but we can 
learn from past experience and revise our 
heuristics in response to negative feedback.

• We have the capacity for abstract think-
ing – specifically, forward-looking what-if 
analysis, predictions about the future based 
on past experience, and preparation for 
changes in our environment. This is evolu-
tion at the speed of thought, which is differ-
ent from (but related to) biological evolution.

• Financial market dynamics are driven by 
our interactions as we behave, learn and 
adapt to each other and to the social, cultural, 
political, economic and natural environ-
ments in which we live.

• Survival is the ultimate force driving 
competition, innovation and adaptation.

These principles lead to a very different 
conclusion than either the rationalists or the 
behavioralists have advocated. Under the 
adaptive markets hypothesis, individuals 
never know for sure whether their current 
heuristic is “good enough.” They come to this 
conclusion through trial and error. Individu-

als make choices based on their past experi-
ence and their “best guess” as to what might 
be optimal, and they learn by receiving posi-
tive or negative reinforcement from the out-
comes. As a result of this feedback, individuals 
will develop new heuristics and mental rules 
of thumb to help them solve their various 
economic challenges. 

As long as those challenges remain stable 
over time, their heuristics will eventually 
adapt to yield approximately optimal solu-
tions to those challenges. Like Herbert Si-
mon’s theory of bounded rationality, the 
adaptive markets hypothesis can easily ex-
plain economic behavior that’s only approxi-
mately rational, or that misses rationality 
narrowly. But the adaptive markets hypothe-
sis goes farther and can also explain eco-
nomic behavior that looks completely 
irrational. 

Individuals and species adapt to their en-
vironment. If the environment changes, the 
heuristics of the old environment might not 
be suited to the new one. This means that 
their behavior will look “irrational.” If indi-
viduals receive no reinforcement from their 
environment, positive or negative, they won’t 
learn. This will look “irrational,” too. If they 
receive inappropriate reinforcement from 
their environment, individuals will learn de-
cidedly suboptimal behavior. This will look 

“irrational.” And if the environment is con-
stantly shifting, it’s entirely possible that, like 
a cat chasing its tail endlessly, individuals in 
those circumstances will never reach an opti-
mal heuristic. This, too, will look “irrational.”

But the adaptive markets hypothesis re-
fuses to label such behaviors as “irrational.” It 
recognizes that suboptimal behavior is going 
to happen when we take heuristics out of the 
environmental context in which they emerged, 
like the great white shark on the beach. Even 
when an economic behavior appears ex-
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tremely irrational, like the rogue trader dou-
bling down in order to recoup irrecoverable 
losses, it may still have an adaptive explana-
tion. To borrow a word from evolutionary bi-
ology, a more accurate description for such 
behavior isn’t “irrational,” but “maladaptive.” 

The mayfly that lays its eggs on an asphalt 
road because it evolved to identify reflected 
light as the surface of water is an example of 
maladaptive behavior. The sea turtle that in-
stinctively eats plastic bags because it evolved 
to identify transparent objects floating in the 
ocean as nutritious jellyfish is yet another. In 
much the same way, the investor who buys 
near the top of an asset bubble because she 
first developed her portfolio management 
skills during an extended bull market is an-

other example of maladaptive behavior. 
There may be a compelling reason for the be-
havior, but it’s not the ideal behavior for the 
current environment.

efficient versus adaptive markets
Even though most economists have known 
for years that the efficient markets hypothesis 
isn’t an accurate description of market behav-
ior, they’ve continued to use it because they 
have nothing stronger to replace it. If it takes 
a theory to beat a theory, how does the adap-
tive markets hypothesis compare to the effi-
cient markets hypothesis?

Let’s begin with the theory of the individ-
ual consumer, just as the young Paul Samuel-
son did in 1947. In Samuelson’s view – now a 

 Evolution at the speed of 
thought has allowed us to 
adapt our brain functions 
across time and under 
myriad circumstances to 
generate behaviors that 
have greatly improved our 
chances for survival.
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cornerstone of modern mathematical eco-
nomics – individuals always maximize their 
expected utility. This means that consumers 
always spend their money to get the most 
they can afford of the things they really want. 
Moreover, they always find the mathemati-
cally optimal way to do this.

Samuelson knew that mathematical opti-
mization was psychologically unrealistic. 
However, he agreed with the 19th-century 
economist Alfred Marshall that the only real-
istic way to measure the strength of a con-
sumer’s urge was to use “the price which a 

person is willing to pay for the fulfillment or 
satisfaction of his desire.” Why wouldn’t an 
individual try to maximize this satisfaction? 

Samuelson was also deeply influenced by 
mathematical physics. Many physical phe-
nomena naturally optimize themselves, such 
as the path of a beam of light through differ-
ent transparent materials, or the shape of a 
soap bubble on a wire frame. Maximization 
was a framework already existing in physics 
from which Samuelson could naturally adapt 
his theory of economic behavior.

The adaptive markets hypothesis still has 
room for maximization, but it makes a con-
siderably more modest assumption than 
Samuelson about an individual’s ability to 
optimize behavior. Even if we can do calculus, 
we usually don’t apply it to our everyday bud-
gets. The adaptive markets hypothesis realizes 
that despite the evolutionary pressures to 
maximize, they might not lead to optimal be-

havior. An evolutionarily successful adapta-
tion doesn’t have to be the best; it only needs 
to be better than the rest. The punch line to 
the old joke about the two campers being 
charged by a bear had it right, evolutionarily 
speaking: “I don’t have to outrun the bear; I 
just have to outrun you.”

However, the adaptive markets hypothesis 
doesn’t claim that an individual’s behavior is 
determined solely by biology. The adaptive 
markets hypothesis is an evolutionary theory, 
but it’s not a theory of evolutionary psychol-
ogy. As many critics of evolutionary psychol-

ogy have correctly pointed out, we’re more 
than the sum of our genes. Adaptation works 
on multiple levels. Selection is a powerful 
enough force that it can work on higher lev-
els of abstract thought as readily as on human 
genes. Successful ideas are repeated and trans-
mitted, while unsuccessful ideas are quickly 
forgotten. As a result, selection works not 
only on our genes, but also on our social and 
cultural norms. Our adaptive behavior de-
pends on the particular environment where 
selection took place – our past.

This means that the theory of the individ-
ual consumer under the adaptive markets hy-
pothesis is fundamentally very different from 
Samuelson’s neoclassical theory. In the stan-
dard theory, consumers automatically calcu-
late the optimal use of their money based on 
the prices of what they want (they’re maxi-
mizing their expected utility). Their prefer-
ences are fixed over time, and their behavior 

What keeps consumer behavior from being utterly chaotic is the process 
of selection. The process of selection, by weeding out bad behaviors from 
good ones, ensures that consumer behavior, while not necessarily optimal 
or “rational,” is usually good enough.
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only changes as the prices change. They have 
no memory of past conditions, since under 
the efficient markets hypothesis, prices al-
ready reflect all past information, and under 
rational expectations, the predictive useful-
ness of the past is effectively zero. To use the 
mathematical term, consumer behavior is 

“path independent”: only the starting point 
and the ending point matter. A consumer will 
purchase goods in a mathematically optimal 
way, perfectly “rationally.”

In the adaptive markets hypothesis, how-
ever, consumers don’t automatically calculate 
the optimal use of their money. Rather, con-
sumer behavior reflects their past evolution-
ary and economic environments – their 
history. Consumers use the common human 
inheritance of behavioral biases that devel-
oped over evolutionary timescales, and also 
heuristics and rules of thumb they developed 
from their personal experiences.

Under the adaptive markets hypothesis, 
consumer behavior is highly path dependent. 
What keeps consumer behavior from being 

utterly chaotic is the process of selection. The 
process of selection, by weeding out bad be-
haviors from good ones, ensures that con-
sumer behavior, while not necessarily optimal 
or “rational,” is usually good enough.

waylaid by physics envy
Given the weight of the evidence we’ve cov-
ered so far, the adaptive markets hypothesis 
seems like common sense. It’s reasonable 
enough, for example, that individuals are 

bounded in their degree of rationality. It fits 
our subjective experience and it fits all the ev-
idence from psychological testing. Yet econo-
mists have resisted Herbert Simon’s theory of 
bounded rationality and its implications for 
economics and finance for over 60 years. In 
fact, you might think that this is a little … “ir-
rational.” The explanation can be found, not 
surprisingly, in human behavior, specifically 
in the sociology of science – or, for those who 
don’t consider economics to be a science, the 
sociology of academia.

A little-known fact about the economics 
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profession is that economists (including me) 
suffer from a psychological condition best de-
scribed as physics envy. Physicists can explain 
99 percent of all observable physical phenom-
ena using Newton’s three laws of motion. 
Economists, by contrast, probably have 99 
laws that explain 3 percent of all economic 
behavior – and it’s a source of terrible frustra-
tion. So we sometimes cloak our ideas in the 
trappings of physics. We make axioms from 
which we derive seemingly mathematically 
rigorous universal economic principles, care-
fully calibrated simulations and the very oc-
casional empirical test of those theories.

However, several physicists have pointed 
out to me that if economists genuinely envied 
them, they’d place much greater emphasis on 
empirical verification of theoretical predic-
tions and show much less attachment to the-
ories rejected by the data – neither of which 
seems to characterize our profession. In fact, I 
believe we suffer from a much more serious 
affliction: theory envy.

This wasn’t always the case. In the 18th 
and 19th centuries, economics was known as 

“political economy” and was studied largely by 
philosophers and theologians, not mathema-
ticians. But a sharp break from this tradition 
occurred in 1947, thanks to none other than 
Paul Samuelson, the single most important 
economist of the 20th century.

Samuelson played a critical role in formu-
lating the efficient markets hypothesis. How-
ever, decades before he began thinking about 

finance, Samuelson played an even more sig-
nificant role in changing the way economists 
plied their trade, and in the process he gave 
everyone in the field a case of physics envy.

His impact began with his 1947 PhD the-
sis, which, as mentioned earlier, was ambi-
tiously titled “Foundations of Economic 
Analysis.” (Even Albert Einstein never had the 
chutzpah to title any of his papers, “The 
Foundations of Modern Physics.”) His thesis 
did, in fact, become the foundation of mod-
ern economics. 

Samuelson borrowed the methods of 
mathematical physics wholesale to use in 

“Foundations.” This borrowing was itself an 
adaptation to an environment. Many ques-
tions in economics became much more intel-
lectually manageable after receiving the 
Samuelson treatment. We can read the clas-
sics of economists who came before Paul 
Samuelson and become lost in the abstrac-
tions of their lengthy prose. Samuelson al-
lowed economists to cut through their 
verbiage like a machete through thick brush, 
analyzing economic problems mathemati-
cally and rigorously, without having to inter-
pret a text like a philosopher or a theologian. 

What’s more, this borrowing from physics 
was also financially profitable. Financial 
economists can often use the same mathe-
matics as the physicists: the Black-Scholes/
Merton option pricing formula also happens 
to be the solution to the heat equation in 
thermodynamics.

Physicists can explain 99 percent of all observable physical phenomena 
using Newton’s three laws of motion. Economists, by contrast, probably 
have 99 laws that explain 3 percent of all economic behavior — and it’s a 
source of terrible frustration.
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After Samuelson, most economists simply 
weren’t interested in realistic representations 
of internal states. They wanted a theory of 
economics as powerful and abstract as the 
nuclear physics that had given the United 
States the atomic bomb. They distrusted the 
measurement of the subjective, and they dis-
trusted psychology as a whole. They wanted a 
theory that looked like mathematics and 
physics, not like biology.

By that standard, the efficient markets hy-
pothesis, and the related theory of rational 

expectations, clearly beat its satisficing con-
tender. Bounded rationality appeared to op-
erate in the kind of gray area that hard 
science abhors. “Touchy-feely” has become a 
derogatory term for trashing the softer sci-
ences, and satisficing seemed pretty touchy-
feely to most of Simon’s contemporaries. 

The problem with this approach is that bi-
ology is a closer fit to economics than physics. 
In fact, most real world economic phenom-
ena simply look more like biology than phys-
ics; it’s very rare to find any economic ideas 
that conform perfectly to elegant mathemati-
cal derivations.

The physicist Ernest Rutherford scornfully 

dismissed every field that wasn’t physics as 
mere “stamp collecting.” But biology has 
strong methodological advantages over phys-
ics in studying economics. Economic con-
cepts translate naturally to their biological 
counterparts, and vice versa, such as the allo-
cation of scarce resources and the measure-
ment of diversity in a population. Biology 
and economics both involve complex systems, 
while the beautiful simplicity of Newtonian 
physics has intractable difficulties with sys-
tems of more than two elements, as in the 

three-body problem of classical mechanics. 
There’s already a rich literature in biology 

on competition, cooperation, population dy-
namics, ecology and behavior at a level far 
deeper than philately. The most important 
difference between biology and physics, how-
ever – and, by implication, between the biol-
ogy-driven adaptive markets hypothesis and 
the physics-friendly efficient markets hypoth-
esis – is that biology has a single, powerful, 
unifying fundamental principle: Darwin’s 
theory of evolution by natural selection. 
Today, physics has numerous contenders for a 
“theory of everything,” but they’re of very 
limited use to economists.
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Among the many targets of President Trump’s initiative to cut federal discre-

tionary spending outside defense are the subsidies going to American research uni-

versities. I can sympathize with his broad goal of reexamining spending with a criti-

cal eye. But taking a whack at research support would put far higher goals at risk, 

blocking efforts to speed the technological change that underpins economic growth. 

If the research cuts become law, a key driver of America’s innovation engine would be 

left without its supercharger. 

Federal funding for university research, 
through agencies including the National Insti-
tutes of Health, National Science Foundation 
and the Small Business Administration, has 
long been seen as an essential investment in 
the nation’s long-term economic growth. In-
deed, such funding catalyzes growth through 
a whole host of channels: information ex-
change between academic and private-sector 
researchers help accelerate the transformation 
of innovation into commercial application 
through entrepreneurial activity.

The proposed cuts wouldn’t be felt imme-
diately, but they would reduce R&D through-
put, undermining entrepreneurial drive and 
ultimately costing America the technological 
edge that has created highly paid jobs and 
provided products that make us healthier, 
safer and more productive. The numbers are 
nothing to sneeze at. For example, the admin-
istration’s proposal would take 20 percent – 
nearly $6 billion – from the NIH in 2018. And 

Milken Institute analysis has shown that, on 
average, a dollar invested in research at the 
NIH generates over $3 dollars in output over 
the long-term in the bioscience industry. 

Additionally, the proposed budget would 
eliminate the SBA’s 14 Regional Innovation 
Clusters, a program supporting small, high-
tech innovators, many of whom are academ-
ics attempting to commercialize their research 
outside the purview of Silicon Valley. There’s 
good reason to believe that modest invest-
ments in innovative startups can lead to re-
markable economic success. A similar SBA 
program that provides seed capital for invest-
ment in small, privately held businesses 
helped launch Apple, Intel and Federal Ex-
press – companies that have not only created 
thousands of jobs, but changed the way we 
live. 

The modern era of university commercial-
ization began with collaborative research on 
recombinant DNA conducted in the 1970s by 
Stanley Cohen at Stanford and Herbert Boyer 
at the University of California (San Francisco), 
which led to the birth of the biotechnology 

ROSS DEVOL is the chief research officer of the Milken 
Institute.
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Molecular Foundary Lab, Lawrence Berkeley National Laboratory.



86 The Milken Institute Review

re
ut

er
s/

an
th

on
y 

bo
la

nt
e

industry. Subsequently, the Bayh-Dole Act of 
1980 gave universities and federal laborato-
ries ownership of their intellectual property 
and the right to license it. 

The prospect of a new source of income 
from licensing, spinoffs and joint industry re-
search in an era of tight public funding acted 
as a major inducement for universities to 
support academic researchers who wanted to 
translate their ideas into profits. And it led to 
the creation of institutions, formal and infor-

mal, to support these initiatives – everything 
from university-based technology transfer of-
fices (TTOs) to private equity outreach.

Most major U.S. research universities now 
support a TTO that actively seeks, registers 
and patents IP and manages the commercial-
ization of their discoveries. Professional TTO 
staff regularly engage with university re-
searchers to assess whether there is potential 
profit to be had from early-stage research.

The majority of these knowledge spillovers 

Reproductive physiology research at the University of Washington Medical School’s Health Sciences Center.
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TECHNOLOGY TRANSFER AND 
COMMERCIALIZATION INDEX
		  INDEXED
RANK/INSTITUTION	 SCORE

	 1	 University of Utah. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 100.00
	 2	 Columbia University . .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  97.83
	 3	 University of Florida . .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  97.66
	 4	 Brigham Young University . .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  97.58
	 5	 Stanford University. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  95.60
	 6	 University of Pennsylvania. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  95.39
	 7	 University of Washington. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  95.11
	 8	 Massachusetts Institute of Technology. .  .  .  .  .  .  .  .  .  .  .  .  94.33
	 9	 California Institute of Technology . .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  94.11
	10	 Carnegie Mellon University. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  93.54
	11	 New York University. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  93.41
	12	 Purdue University. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  93.02
	13	 University of Texas System. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  92.88
	14	 University of Minnesota. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  92.75
	15	 University of California, Los Angeles*. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  92.13
	16	 University of Michigan. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  91.58
	17	 Cornell University. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  89.49
	18	 University of Illinois Chicago Urbana. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  89.37
	19	 University of South Florida . .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  88.93
	20	 University of California, San Diego*. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  88.55
	21	 Arizona State University. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  88.49
	22	 University of Central Florida. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  88.21
	23	 Northwestern University. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  87.95
	24	 University of Pittsburgh . .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  87.75 
	25	 North Carolina State University. .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  87.73

source: The Milken Institute

are highly localized. In a 2015 study, the 
Milken Institute described and documented 
this supplier network, including research uni-
versities and government labs that commer-
cialize research in the form of spinoff firms or 
via licensing to established firms.

university technology transfer 
and commercialization index
We have created a composite metric of the 
primary channels of research conversion to IP, 

as measured by patenting and licensing activ-
ity that leads to either academic startups or 
externally formed entrepreneurial entities, 
along with the income that accrues to a uni-
versity from licensing its IP. There are many 
other potential metrics for evaluating the suc-
cess of university IP dissemination to the 
marketplace. However, gaps in comparable 
data availability across universities preclude 
including other measures.

Development of an aggregate ranking 
across research universities with multiple dis-
ciplines is fraught with challenges. Neverthe-
less, we think we’ve succeeded with the 
University Technology Transfer and Commer-
cial Index as a benchmark for assessing the  

Reproductive physiology research at the University of Washington Medical School’s Health Sciences Center.
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relative position among peers and in recogniz-
ing best practices.

The Index is largely based on data col-
lected by the Association of University Tech-
nology Managers (AUTM) via the AUTM’s 
annual licensing activity survey. The Index is 
measured using four-year averages (2012-15) 
for four key indicators of technology transfer 
success: patents issued, licenses issued, licens-
ing income and startups formed. These are 

normalized based on a four-year average of 
research dollars received by each university to 
yield four additional variables.

Each university is a bit different in struc-
ture, culture and institutions (including, of 
course, whether it is public or private), which 
necessitates alternative strategies for IP com-
mercialization. For example, a university with 
scientific expertise in the life sciences will de-
velop a commercialization approach that’s 

New methods of generating electricity being developed at the University of Utah.
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different from a university with an advantage 
in engineering.

When ranking and scoring the Index, a 
primary consideration is to determine the ap-
propriate balance between absolute and rela-
tive measures of commercialization. Scale is 
important; we would expect a large research 
university that attracts substantial public 
funding to achieve superior commercializa-
tion outcomes relative to smaller institutions. 
However, absolute outcome measures don’t 
address the productivity or efficiency of com-
mercialization activity. For this reason, we in-

clude the outcome metrics adjusted to reflect 
research expenditures.

The University of Utah ranks a surprising 
first on our Index, up from 14th in our origi-
nal ranking released in 2006. The institution 
has quietly evolved into one of the most pres-
tigious research universities in the United 
States with a strong emphasis on commercial-
izing its research.

Columbia University is second on the 
Index. It was not included in the original 2006 
ranking, as the university didn’t participate in 
the AUTM survey back then. This time around, 
though, Columbia recorded stellar perfor-
mances across many indicators, and stood out 
in licensing income. The University of Florida 
is third, up from fifth in 2006, close behind 
Columbia University. Many are aware of the 
tremendous income that Gatorade has pro-
vided the University of Florida, but the uni-
versity’s overall success is due to much more 
than one product.

Yet another Utah institution, Brigham 

Young University, is fourth in the rankings, 
up from seventh in 2006. BYU performed ad-
mirably across all metrics, standing out in its 
ability to spawn startup companies and its ef-
ficiency relative to research spending. Stan-
ford University’s high placement, coming in 
at fifth, shouldn’t surprise anyone who pays 
attention to initial public offerings or tech 
stock market capitalizations. While Stanford’s 
rank edged down from fourth in 2006, the 
university didn’t fall – others rose. The Uni-
versity of Pennsylvania ranked sixth, up from 
12th in 2006.

The University of Washington ranks sev-
enth, a notable increase from 24th in 2006. 
The Massachusetts Institute of Technology 
ranks eighth, down from first in the 2006 
index. However, we should not assume MIT’s 
commercialization prowess has diminished; 
its lack of a medical school explains the rela-
tive decline. The California Institute of Tech-
nology ranks ninth. Patents have been a 
particular strength – Caltech outperformed 
all its peers with more than 660 patents issued 
to the university between 2012 and 2015. 
Carnegie Mellon University in Pittsburgh 
rounds out the top 10. 

feed or starve?
Research universities remain one of the stron-
gest assets America has to compete in an era 
in which virtually all growth in high-income 
industrialized economies is driven by innova-
tion (rather than increases in capital or labor). 
While the numbers are hard to pin down, the 
average social rate of return on federal and 

 The University of Utah has quietly evolved into one of the most  
prestigious research universities in the United States with a strong 
emphasis on commercializing its research.
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other sources of public funding for university 
research is exceptionally high. Cutting subsi-
dies for university research thus has all the 
earmarks of eating the proverbial seed corn. 

Universities that succeed at technology 
transfer and commercialization include both 
public and private universities. They are 
spread across the country, with 13 of the top 
25 based in red states. These universities can 
typically do double duty, creating high-pay-
ing private-sector jobs in their localities as 
well as accelerating economic innovation. 

One related point should be noted: while uni-
versity-based innovation is hardly confined to 
blue states, the blues have been much more 
successful in leveraging university research to 
build technology clusters.

In light of all this, it seems clear that an 
important goal of innovation policy ought to 
be strengthening university-driven research, 
not undermining it. To that end, I believe the 
following:

• It makes a lot of sense to maintain cur-
rent levels of university science funding and, 
in particular, funding for basic science. Basic 
research subsidies provide long-term benefits 
by allowing universities to take on research 
that has a low probability of quick commer-
cial success, but potential to deliver a high re-
ward – even to create whole new industries.

• The transfer of university technology to 
commercial use could be made more efficient 
with incentives from a new federal commer-
cialization fund. The idea would be to create 

a special commercialization pool, which in-
cluded resources for monitoring innovation-
pipeline metrics. Universities demonstrating 
greater success in market commercialization 
would receive more money.

• By the same token, it would make sense 
to increase technology transfer capacity 
through federal matching grants. Federal dol-
lars could pay for increases in staff and re-
sources at TTOs. Higher rates of academic 
entrepreneurship are essential to reviving the 
declining startup rates and productivity 
across the entire economy. New firms have 

higher productivity as they are at the cutting 
edge of technology.

• States have an opportunity to increase 
technology transfer efficiency by adopting 
best practices. If efficiency gaps between  
universities outside of the top 25 in our Uni-
versity Technology Transfer and Commercial-
ization Index were narrowed, there would be 
substantially more funds available for invest-
ing in additional research and academic pro-
grams, not to mention higher private- 
sector job creation.

*  *  *
Many observers view President Trump’s 

“skinny budget” as little more than a negotiat-
ing position for the administration’s coming 
battles with Congress. But targeting pro-
grams that support the innovation economy, 
especially those that fuel the commercializa-
tion of university IP, seems a very wrong 
place to start.

i n s t i t u t e  v i e w

 Higher rates of academic entrepreneurship are essential to reviving 
the declining startup rates and productivity across the entire  
economy. New firms have higher productivity as they are at the  
cutting edge of technology.
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ROBERT LOON EY teaches economics at the Naval 
Postgraduate School in California.

What a difference a few years and a hefty 
dose of megalomania can make. Gradually 
worsening governance and economic man-
agement, the erosion of civil liberties that  
accelerated following a July 2016 coup at-
tempt, and an April 2017 referendum that 
concentrated even more power in the hands 
of President Erdoğan threaten to retard (if 
not reverse) Turkey’s march toward upper- 
income status. 

In addition to settling into his role as near-
absolute leader, Erdoğan threatens to join the 
growing number of autocrats who champion 
half-baked economic policies that deliver im-
mediate benefits to favored constituents but 
undermine sustainable growth. Even as Vene-
zuela reels from the effects of Chavistanomics, 
Russia languishes under Putinomics and Ar-

gentina cleans up the mess left by Kirchner-
ism, Turkey threatens to descend further into 
Erdoğanomics. 

the good old days
Erdoğan’s economic policies did start on the 
right foot (though he didn’t have much choice 
in the matter). In the wake of a scary financial 

Turkey, for much of the 21st century, stood as a bright economic light in a 

dimming Middle East, with some observers even pointing to it as an economic model 

for the region. And for good reason: since 2002, when President Recep Tayyip Erdoğan 

came to office, Turkey’s economy has achieved relatively high rates of growth, with 

considerable benefits ending up in the 

pockets of the poor. The country even 

managed to remain attractive to foreign 

investors, despite the civil wars chewing 

up neighboring Syria and Iraq. 

b y  r o b e r t  l o o n e y

l o s t  o p p o r t u n i t i e s
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crisis in 2001 – a familiar event in modern 
Turkey’s roller coaster economic history – the 
newly elected Erdoğan and his Justice and De-
velopment (AK) Party worked closely with 
the IMF to stabilize the economy. Following 
the IMF’s standard game plan of fiscal pru-
dence, improved transparency, increased cen-
tral bank independence and market reforms 
designed to improve resource mobility and 
competition, growth reignited. And coupled 
with the expectation that Turkey would even-
tually be invited to join the European Union, 
foreign investment again flooded in. 

the fall
Turkish growth continued at a respectable 
rate through 2016, although the dramatic ini-
tial gains were not sustained once the IMF 
loosened the reins. Per capita income growth, 
which averaged 5.7 percent during the 2002-7 
recovery, fell to an average of 3.1 percent in 
the years since. Industrial production, which 
had averaged an Asia-like 8 percent growth 
pace for 2002-7, fell to 3 percent in 2008-16. 
Total factor productivity growth – econo-
mists’ favorite indicator of efficiency gains – 
plummeted from 4.8 percent in the earlier 
period to a dismal 0.2 percent.  

Citing the country’s political uncertainty, 
worsening security and the impact of its 
weakening currency, the IMF World Eco-
nomic Outlook forecast Turkey’s growth at 
just 2.9 percent for 2017. Days after the April 
referendum, which, among other things, has 
made it possible for Erdoğan to remain pres-
ident legally until 2029, the IMF downgraded 
this forecast to 2.5 percent.

Initially, Erdoğan built his constituency 
among the poor and insecure middle class by 
investing in physical infrastructure, educa-
tion and health care. But with the IMF no 
longer on his back, he pretty much aban-

doned the next stage of development, paying 
less attention to improved governance, eco-
nomic reform and economic management, 
all of which are critical to sustaining eco-
nomic growth in a middle-income country 
over the longer term. 

The World Bank’s governance indicators 
show that “voice and accountability,” a mea-
sure of democracy, which rose from the 41st 
percentile in 2002 to the 46th in 2007, had 
fallen back to the 36th in 2015 (the last year 
of available data). Political stability and ab-
sence of violence, which improved from the 
20th percentile in 2002 to the 27th in 2006, 
had declined to the 10th by 2015. While Tur-
key showed a marked improvement in con-
trol of corruption from the 32nd percentile in 
2002 to the 60th in 2007, the country dropped 
back to the 55th percentile in 2015. 

This deterioration in Turkey’s economy 
and governance occurred during a period in 
which there were still limits to Erdoğan’s 
power. These constraints eroded under the 
state of emergency imposed after the July 
2016 coup attempt and all but vanished after 
the April 2017 referendum. 

Turkey’s worsening prospects are placing 
serious constraints on the ability of busi-
nesses to expand and compete. Turkey fell 
from 43rd of 144 countries (1 being best) in 
2012-13 to 55th in 2016-17 on the World Eco-
nomic Forum’s Global Competitiveness 
Index. In addition, the country now ranks 
among the lowest 10 percent of countries for 
labor market efficiency. 

Arguably more ominous, Turkey’s access 
to foreign loans and foreign direct investment 
is tanking. Following the coup, S&P immedi-
ately downgraded Turkey’s credit rating to 
junk status; Moody’s and Fitch followed suit. 
Furthermore, Turkey’s lack of judicial inde-
pendence poses a major deterrent to new for-
eign investment since it creates uncertainty 

l o s t  o p p o r t u n i t i e s
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about the handling of contract disputes. 
(Think Putin’s Russia.) 

FDI, already in decline since its peak at $22 
billion in 2007, fell precipitously in 2016 and 
is expected to decline still further in the wake 

of the EU’s suspension of membership talks. 
The AK government has countered that grant-
ing more power to Erdoğan makes it easier  
for the government to implement investor-
friendly labor and tax reforms to increase 
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economic growth. Even those investors who 
can stomach autocracy, though, remain con-
cerned about Erdoğan’s growing involvement 
in monetary policy, particularly in light of his 
attitude toward interest rates.  

erdoğanomics
Erdoğan claims that higher interest rates 
cause inflation, a view that might sell on the 
streets – interest is, after all, a cost of doing 
business – but confuses cause and effect. In a 
remarkable intersection between Islamic or-
thodoxy and populism, Erdoğan has ex-
pressed a preference for interest rates set at 
zero. Those who scoff are apparently mem-
bers of the “interest rate lobby” intent on 
profiting at the expense of the common man.

Over the past several years, Erdoğan has 
been engaged in a running battle with the 
head of Turkey’s central bank, who has raised 

the interest rate several times to counter infla-
tion and to lean against further depreciation 
of the currency. With the referendum now 
freeing Erdoğan to replace the head of the 
bank, the shackles are presumably off. Look 
for interest rates to fall, the exchange rate to 
rapidly devalue, inflation to increase, foreign 
investment to dry up, the current account 
deficit to widen and a debt crisis to eventually 
halt economic growth.

When asked to predict Turkey’s future be-
fore the referendum, Dani Rodrik, a Turkish 
economist who has become a leading light in 
development economics, said he thought the 
country would end up looking like Malaysia 
at best and Afghanistan at worst. His warning: 

“A liberal, secular path, with tolerance for di-
versity, civil liberties and free speech no lon-
ger seems in the cards.” The referendum 
can’t have improved Turkey’s prospects.

A liberal, secular path, with tolerance for diversity, civil liberties and 
free speech no longer seems in the cards.
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Tops in Tech (Transfer)
Which of America’s top universities do the 
best job in translating their research prowess 
into new technologies, products and compa-
nies? You may be – no, you’re sure to be – 
surprised. 

The Institute’s latest report, “Concept to 
Commercialization: The Best Universities for 
Technology Transfer,” provides a unique new 
ranking – and also a clear policy recommen-
dation: because universities are among the 
nation’s most powerful engines for economic 
growth, subsidizing them to sustain their re-
search is a no-brainer. 

“As a society, we understand our universi-
ties as the training ground for the next gener-
ation of leaders and doers,” says report author 
and Institute Chief Research Officer Ross 
DeVol (see page 84). “But we often overlook 
the benefits these institutions impart simply 
by bringing new ideas to life.” The top-ranked 
schools for tech transfer in order of ranking: 
University of Utah, Columbia, University of 
Florida, Brigham Young and Stanford. Oops, I 
think we gave it away. 

Partnering for Cures, Across the USA 
Since 2009, the Institute’s FasterCures center 
has convened its Partnering for Cures confer-

ence each year to bring together leaders with 
the experience and motivation needed to 
transform the medical research system. The 
goal: reducing the time and cost of getting 
new therapies from the laboratory to patients. 

While Partnering for Cures has in the past 
met in New York, this year FasterCures is 
taking the meeting on the road, bringing the 
event to the medical innovation hotspots of 
Boston on July 12 and San Francisco on No-
vember 14. In each city, participants will 
tackle the latest R&D issues, from patient en-
gagement to artificial intelligence, in a vari-
ety of settings. Think roundtable discussions, 
hands-on workshops and thought-provoking 
panels. Registration is now open at www 
.partneringforcures.org.

Powerful Ideas 
The Institute is committed to convening ideas, 
not just people. To that end, we’ve again com-
piled a collection of insights from leaders in 
business, politics and philanthropy inspired 
by the 2017 Global Conference this spring in 
Los Angeles. The latest edition of “The Power 
of Ideas” includes contributions from the 
Dalai Lama, Elton John, Lynda Resnick and 
more than a dozen others. Read them all at 
http://powerofideas.milkeninstitute.org/.

i n s t i t u t e  n e w s
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Calling Dr. Kildare

	 EXPENDITURE 	 POTENTIAL YEARS	 LIFE EXPECTANCY 
	 PER PERSON US$	 OF LIFE LOST PER	 AT 65 (2014) 
	 PURCHASING POWER	 1,000 PEOPLE	 MEN	 WOMEN 
	 EQUIVALENT (2015)	 (2013)

United States. . . . . . . .        9,500. . . . . . . . . . . . . . . . . . . . . . . .                        46 . . . . . . . . . . . . . . .             18.0. . . . . . . .       20.5

Australia. . . . . . . . . . . . . .              4,400. . . . . . . . . . . . . . . . . . . . . . . .                        26 . . . . . . . . . . . . . . .             19.4. . . . . . . .       22.2

France. . . . . . . . . . . . . . . . .                 4,400. . . . . . . . . . . . . . . . . . . . . . . .                        31 . . . . . . . . . . . . . . .             19.7. . . . . . . .       24.0

Germany. . . . . . . . . . . . . .5,300. . . . . . . . . . . . . . . . . . . . . . . .                        30 . . . . . . . . . . . . . . .             18.2. . . . . . . .       21.4

Israel. . . . . . . . . . . . . . . . . . .2,500. . . . . . . . . . . . . . . . . . . . . . . .                        25 . . . . . . . . . . . . . . .             19.2. . . . . . . .       21.5

Japan. . . . . . . . . . . . . . . . . .                  4,100. . . . . . . . . . . . . . . . . . . . . . . .                        24 . . . . . . . . . . . . . . .             19.3. . . . . . . .       24.2

Norway . . . . . . . . . . . . . . .               6,600. . . . . . . . . . . . . . . . . . . . . . . .                        25 . . . . . . . . . . . . . . .             18.8. . . . . . . .       21.6

Poland. . . . . . . . . . . . . . . . .                 1,700. . . . . . . . . . . . . . . . . . . . . . . .                        49 . . . . . . . . . . . . . . .             15.9. . . . . . . .       21.4

Switzerland. . . . . . . . . .          6,900. . . . . . . . . . . . . . . . . . . . . . . .                        24 . . . . . . . . . . . . . . .             19.6. . . . . . . .       22.7

United Kingdom. . . .    4,000. . . . . . . . . . . . . . . . . . . . . . . .                        30 . . . . . . . . . . . . . . .             18.8. . . . . . . .       21.3

source: OECD 

Everybody knows the United States gets less bang for a buck on health care – here, measured 

in terms of life expectancy at age 65 as well as the OECD’s estimate of the years of life lost pre-

maturely before the age of 70. (The United States’ numbers are particularly startling compared 

to Israel.) But the lessons to be drawn aren’t as straightforward as one might think.

Yes, the American health care system is plagued by inefficiencies ranging from excessive 

testing and unnecessary medical procedures, to inadequate emphasis on preventative care, to 

abuse of malpractice and intellectual property protection. But a substantial (if hard to quan-

tify) portion of the differences in both medical costs and outcomes is linked to lifestyle differ-

ences – diet, exercise, drug and alcohol abuse. 

There have been some successes in the battle to contain costs: growth in per capita spending 

on health care has moderated in the past decade and a half across most rich countries (including 

the United States), in spite of ongoing technological change and population aging. But make no 

mistake, cost containment remains a marathon that democracies are ill-prepared to run.

l i s t s


